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Fig. 1. Horizontal distribution of the January—July difference of surface air temperature
(°C) based on the 1963—1973 analyses of Oort (1983). Source: Peixoto, Oort 1992, p. 139

seasonal streamlines computed by Oort and Peixoto are presented on Fig.
3, show mean meridional circulations with evidence of such cells as the
Hadley cell in the tropics, the Ferrel cell at mid latitudes and the polar cell
at high latitudes. The seasonal cross sections presented in Fig. 3 are very
interesting because they show the strong predominance and intensification
of the winter Hadley cell and the near-disapperance of the summer Hadley
cell in each hemisphere. The direct Hadley cells in the tropics are much
stronger than the indirect Ferrel cells at mid latitudes. In the Hadley cells
there is a rising of warm, light and moist air in the equatorial region and
a descent of colder and heavier air in the subtropics, leading to a thermally-
driven direct circulation. In the Ferrel cells there is a rising of relatively
cold air at high latitudes and a sinking of relatively warm air in the lower
mid latitudes, leading to the thermally indirect circulation in which cold air
is forced to rise. The direct Hadley circulation produces a kinetic energy,
whereas the indirect Ferrel circulation consumes a kinetic energy.

PRECIPITATION

Precipitation is one of the main elements in the climate system. It is
highly variable in space and in time. The most significant features of the
annual and seasonally-averaged precipitation patterns are the high rainfall
at equatorial latitudes associated with the strong convection in the Inter-
tropical Convergence Zone (ITCZ). Subsidence and low precipitation rates
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Fig. 2. (a) Zonal-mean cross sections of the day-to—day standard deviation of air temperature
(°C) for winter (DJF) and summer (JJA) seasons; (b) Zonal-mean cross sections of east—west
standard deviation of the annual-mean air temperature field (°C).

Source: Peixoto, Oort 1992, p. 144

often of less than 200 mm/year dominate in many of the subtropical regions
which are under the influence of the large semipermanent anticyclones.
There is a secondary maximum of precipitation over mid latitudes where
the polar fronts and associated disturbances predominate. Over the polar
regions the moisture content in the atmosphere is very low, and amounts
of precipitation are of less than 200 mm/year during all seasons.

EVAPORATION

The evaporation rate depends on many factors, of which the most important
are incoming radiation, temperature, wind speed, humidity, stability of the
air and the availability of water. Estimations of evaporation with different
methods differ substantially, reflecting the uncertainties involved in esti-
mating the evaporation fields. Maps show that the highest values for evap-
oration occur over the subtropical oceans with an evident influence of warm
and cold ocean currents and land-sea differences. Over the continents, max-
imum evaporation occurs in the equatorial belt, mainly due to greater pre-
cipitation and higher temperatures observed there.



14 B. Jakubiak

PRESSURE (db) c

o & N
!

©

80 708 5« 40 3 N 2 ) ¢ N 80 JON 80 §

Fig. 3. Zonal-mean cross sections of the mass stream function in 10'° kg/sec for annual,
DJF and JJA conditions. Vertical profiles of the hemispheric and global mean values
are shown on the right. Source: Peixoto, Oorte 1992, p. 159

INTERANNUAL AND INTERDECADAL VARIABILITY IN THE CLIMATE SYSTEM

In addition to the expected annual and semiannual cycles existing in
most of the atmosphere Reed et al. (1961) and Veryard, Ebdon (1961) found
a peculiar oscillation in zonal winds in the tropical stratosphere with an
irregular period generally of slighty longer than two years. This is the so-called
quasi-biennial oscillation (QBO). Most of the suggested explanations for the
QBO are given in terms of a zonally asymmetric wave forcing. The momentum
source for the downward-propagating QBO is probably the absorption of the
upward-propagating equatorial waves from the troposphere (Lindzen, Holton
1968). Wave absorption would take place below a critical level where the
group velocity of the waves would go to zero. The rate of downward-propagation
and the amplitude of the QBO seem to be determined by the intensity and
phase speed of the upward-travelling waves. Thus the QBO is a good example
of a large-scale internal oscillation that results from wave-mean flow inter-
actions in the atmosphere itself.

The most spectacular example of the internal variation is the ENSO
phenomenon that may be regarded as a free oscillation of the ocean-atmo-
sphere system. It is the only true global-scale oscillation that has been iden-
tified so far. ENSO consists of two components. The first, mainly oceanic
component, El Nifio, is a large-scale phenomenon that occurs every three
to seven years. In it, the normally cold waters over the entire eastern equatorial
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these components. However, in practice, it seems impossible to do this because
of the wide range of temporal and spatial scales involved. The time scales
for the atmosphere have been found to be 1073 to 10! years, for the oceans
10! to 103 years and for the cryosphere 10° to 105 years. So, to simplify the
problem, we can take the atmosphere as the main system, with continental
surface topography, surface roughness, and sea-surface temperatures as the
boundary conditions, and thermo-hydrodynamic equations confined to the at-
mosphere.

A climate model has three main components: the dynamics, physics and
other factors. The dynamics deal with the numerical schemes of the equations
of motion and the large-scale transports of mass, water vapour and energy.
The physics comprise specialized schemes by which the input of solar radiation
and the emission and absorption of terrestrial radiation are treated within
the climate system, by which the water in the atmosphere is dealt with
during cloud formation, cloud distribution, precipitation, and the release of
latent heat. The other factors include surface processes which link the at-
mosphere with the oceans, and with the continental surface through the
transfer of mass, momentum, sensible and latent heat, land-sea ice contrasts
and the resulting variations in albedo, soil moisture and vegetation cover.

The governing equations of the atmospheric models are given essentially
by the equation of motion, the first law of thermodynamics, the balance
equation for water vapour, and the equation of state (Trenberth 1992). They
form a closed system of equations with specified boundary conditions. The
set of so called primitive equations widely used in climate and NWP inves-
tigations and applications is presented below. They are:

a) the horizontal equations of motion

tano ]

wher

b) the hvdrostatic law

¢) the continuity equation

pu )+ (PUCOSY (pw)
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26 W.G. Strupczewski, W. Feluch

model of a trend. One of the great advantages of the AIC test in comparison
to nonparametric statistical tests of homogeneity (e.g. Mitosek, Strupczewski
1996) is complete freedom in hypothesis choice.

The IDT soft package includes hydrological design under hydrological
non-stationary conditions. Having regard to non-stationarity, the probability
of exceedance will refer to the whole period of life of a hydraulic structure,
but not to a single year as has been agreed in the stationary case. The IDT
package contains a procedure for the estimation of a probability distribution
together with standard error not only in respect to one year but to a period
of any length (T'), optionally located along the time axis:

t+7T-1 t+7-1,
Ppr(X>X)=1-T [1-p(xc,t)]=1—n ) fix ,t) dx
b=t (= =2 (2)

Therefore the design task is, for a given time dependent probability density
function Ax,), to find the design flow discharge x, with probability of
exceedance Pr during a service life of T-years which begins in year z,. and
then to determine its confidence interval.

CASE STUDY

Available historic time series for annual peak flow discharges of Polish
rivers have been taken as the subject of an IDT application. A total of 37
uninterrupted seventy-element series have been collected (Table 1) covering
the period 1921-1990. They come from rivers not much affected by artificial
water storage. All but five are from the Vistula river or its tributaries and
the majority originate from southern Poland. The Odra basin is represented
by four series from hydrological stations located along its main tributary —
the Warta river. The stations marked on Table 1 by numbers 1, 2, 12, 13,
16, 18, 19 and 21-27 represent mountain river regimes, where the annual
peaks usually result from rainfall events, while the numbers 8-11 and 33-37
refer to lowland course of rivers.

TABLE 1. Trend in the Mean estimated from NAL and the best fitting model with
its estimate

Basin (river) Area Trend Mean Trend/ Best |p™(Q;q %%
Station 10°km? | m%s/ year 10°m%s Mean Model %
%lyear for B.M.
1 2 3 4 5 6 7 8
Vistula
1. |Jawiszowice 971 -.110 1.49 -.073 |LN2S 1.0
2. |Tyniec 7.52 -.333 7.19 -.046 |P3S 1.0
3. |Jagodniki 12.06 -5.79* 11.3 -.5.14 |LN2CL .09
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1 2 3 4 5 6 7 8
4. |Szczucin 23.90 -4.94 19.0 -.259 |LN2S 1.0
5. |Sandomierz 31.85 -2.07 24.9 -.083 |P3BL 6.8
6. | Zawichost 50.73 +5.96 32.8 +.182 |P3BL 8.1
7. |Pulawy 57.26 -3.37 30.0 -.112 |P3BL 8.1
8. |Warsaw 84.54 -19.2*% 30.0 -.639* | P3AL .55
9. |Kepa 169.0 -14.9* 39.5 -.377* | LN2CL .09
10. | Torun 181.0 -15.0% 39.2 -.382* | LN2CL .07
11. | Tczew 194.4 -12.0 39.6 -.303 |LN2CL .16
Vistula\Sota
12. Zywiec 7185 +.011 3.01 +.004 LN2BL .05
Vistula\Skawa
13. Sucha .468 -1.04* 1.53 -.679* LN2S 1.0
Vistula\Skawa\Wieprzéwka
15. |[Rudze .154 219 .530 +.414 |P2S 1.0
Vistula\Raba
16. | Stréza .644 -.795 2.19 -.363 |P3S 1.0
17. | Proszéwki 1.47 -2.04 4.60 —-.444 |P3S 1.0
Vistula\Dunajec
18. |Nowy Targ .681 —.646 2.51 -.257 |LN2S 1.0
19. | Kroscienko 1.58 +.648 4.59 +.141 |LN2S 1.0
20. |Zabno 6.74 -6.87 11.6 -592 |P3CL .04
Vistula\Dunajec\Cz.Dunajec
21. |Nowy Targ 432 -.196 11 77) -114 ILN2S 1.0
Vistula\Dunajec\B.Dunajec
22. Zakopane .058 +.312* 379 +.823* LN2CL 5.8
Vistula\Dunajec\Poprad
23. | Muszyna 1.51 +.106 2.28 +.047 |LN2BL .06
24. |Stary Sacz 2.07 +.223 3.19 +.070 |P3BL .06
25. | Nowy Sacz 4.34 +.200 9.34 +.021 |P3S 1.0
Vistula\Dunajec\Biata
26. Koszyce W. .957 -.228 2.67 —-.085 LN2BL 5.0
Vistula\San
27.|Jarostaw 7.04 -8.56* 7.94 -1.08* |P2CL .01
28. |Radomysl 16.8 -9.30* 9.85 -944 |FTCL .01
Vistula\San \ Wistok
29. Tryncza 3.52 -1.94* 2.40 -.805* LN3CL .06
Vistula\Wistoka
30. |Zotkow 581 +4.99 1.67 +.298 |P3S 1.0
31. | Mielec 3.89 -2.55 5.45 —467 |LN3AL .89
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_1711' 2 TR =381 210 P @5 sl 9l @
Vistula\ Wistoka \ Ropa

32. Kleczany 482 +.573 1.15 +.499 P3S 1.0
Vistula\Bug

33. Wyszkéw 39.1 -.156 6.67 —-023 P3S 1.0
Odra\Warta

34. | Konin 13.4 —.889% 2.55 ‘ —.348*“LN28 1.0

35. | Poznan 25.9 -2.12% ‘ 3.78 ‘ —.562*iLN2S 1.0

36. | Skwierzyna 32.1 -1.99 | 4.16 -.479 |LN2S 1.0

37 | Gorzow 52.4 -1.45 5.45 -.267 |P3S 1.0

TREND

First of all, the linear trend in the mean for each of the 37 time series
was calculated assuming the NAL model, which gives as estimator identical
to one for the least squares method. The results are displayed in Columns
3 and 5 of Table 1. If the AIC value of the NAL model is lower than that
of the NS model, the trend is considered significant and the case indicated
on Table 1 with an asterisk. A negative slope appears in 27 of the 37, being
significant in ten cases, while an upward trend occurs in 10 series, being
significant in one only. One difference between the results for lowland and
mountainous rivers is noteworthly. While all nine series from lowland river
courses show a negative trend in the Mean and five are significant, there
are six series with negative slope for mountainous rivers (two significant)
and six with a positive slope (one significant). In general, the summer floods
do not show clear symptoms of non-stationarity in the Mean, while the
winter floods show a downward trend in the Mean. The conclusion will be
verified after data for summer and winter peaks, are obtained.

Using the AIC, the best-fitting model was identified for each time-series
and the results comprising linear trend models displayed in Column 7 of
Table 1. The stationary option (S) appears to be the best in 19 of the 37
cases, which represent mostly the mountainous region, i.e. that in which
the annual peak is usually formed from rainstorms. The results for Konin
(No. 34) and Poznan (No. 35) require a comment. Previously, a significant
negative trend in the Mean was reported in these two series (Table 1, Columns
3 and 5), when the Normal distribution was assumed. However, both series
appear stationary if a better-fitting distribution is chosen (Table 1, Column
7). The last column of Table 1 contains the probability of exceedance related
to the end of the observation period of the annual flow peak of the probability
1% at the beginning of the period. Thirteen series show a decrease in the
probability of exceedance during the observation period, five show the opposite
trend and nineteen no change. Note the decrease of flood risk on the Vistula
river downstream of Warsaw.
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APPENDIX

TREND IN HIGHER MOMENTS OF TWO-PARAMETER PROBABILITY
DISTRIBUTION FUNCTIONS

Because any order moments of any two parameter probability distribution
function can be expressed in terms of distribution function parameters, the
trend detected in the first two moments, i.e. in Mean and Variance, shall
be transferred to the higher moments according to the probability distribution
function.

I. Unbounded distributions

Normal distribution. The central moments (e.g. Fisz 1963) are:

Wopa =0 for R=1,2,.. (A1)
Up=1-3-5.2R-1)-pf for R=12,. (A.2)

Since there is no Mean (m) in the LHS of both equations, a trend in the
Mean is not transferred to the higher order central moments. If the variance
is time-variant, all even central moments will be time-variant, while all odd
moments remain equal to zero.

Fisher-Tippett Type I distribution. Using relationships between moments
about the origin and the central moments (Kendall, Stuart 1958), and deriving
the moments about the origin by Laplace transform ofithe density function,
we obtain the higher-order central moments in terms of the variance:

Up=Bpn- -us* for R=23,. (A.3)

where Br = numerical values given in the Table:

R 3 4 5 l 6 7 8

Br | 113955 5.40000 | 18.5666

-+ 4

91.4143 493.151 | 3091.03

|

As in the normal distribution, a trend in the Mean does not cause a
trend in the central moments. However a trend in the Variance is transferred
to all higher central moments leaving time-invariant the coefficients of skew-
ness and kurtosis equal to 1.13955 and 5.4 respectively.
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II. Lower-bounded distributions

Gamma distribution. Using the formula for the R-th order cumulant (e.g.
Dooge 1973), and relationships between moments and cumulants (Kendall,
Stuart 1958) one can express the R-th central moment in terms of lower
order moments as:

R :
Mo m_ ’ B e =
i LmJ fR(uzl (m - 2 fR[c,%] e

where fr(-)denotes the polynomial of degree [R/2], [] denotes the Entier
function and ¢, is the coefficient of variation. In particular for R = 3

iy =2m3ct (A.5)

and for R = 4
Uy = 3m4c4(1 + 203) (A.6)

That is the time-variant Mean or Variance or both cause all time-variant
central moments of an order higher than the second, while the form of the
trend is determined by the form of trend in the two first moments and the
relationship (A.4). From eq.(A.5) we get

c.=2c (A.T)
and from eq (A.6)
¢ = 6¢f (A.8)

i.e. the time-invariant coefficient embraced in trend model C results in
constant skewness and kurtosis coefficients.

Lognormal distribution

Since the expression for the R-th central moment does not have a simple
form (Aitchison, Brown 1957), the expressions for the third and fourth mo-
ments will be given here:

g = m3ci(c? +3) (A.9)
Wy = mict(c® + 65 + 15cfj + 16012, +3) (A.10)

or in a simpler form
g =michAt + 243 + 342 - 3), (A.10a)

where A =1 +¢2 .
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DATA

A 30-year period is the
minimum length of a dis-
charge time series. It is
assumed that the data
should be consistent and
homogeneous. They are
consistent when it can be
Sl R acknowledged that they
.............. . have been acquired by the
) 17 Sl same measurement tech-
nique. In turn, homoge-
neity is connected with
constancy of the mea-
surement site and envi-
ronmental conditions. In
practice, a long time se-
ries is almost never ab-
------ solutely consistent and

homogeneous, so we have
Fig. 1. Mean annual discharge of the Bug river at Wyszkow to accept tacitly that the

and a possible trend

conclusions of the cli-
matic studies will not be influenced too much by any such heterogeneities,
if present. As a result of the assumptions, it has to be accepted that the
existing time series can be considered random, as well as that the elements
of the time series are independent and have identical probability distributions.

TESTS

The selection of adequate statistical tests is always a key problem of a
study as that is where the decision is made as to the possibility and form
of the answer to questions concerning the way in which climate variability
and change are reflected in hydrological data.

Moreover, the stage of creating and veryfying statistical hypotheses is a
critical one in the research procedure. The methods of verification of hypoth-
eses, both parametric and non-parametric tests, have an "inborn defect" in
their structure that reveals itself in the exclusive capacity of rejecting ad-
vanced hypotheses. The statement that a test does not — at the assumed
level of significance — give grounds for rejecting the tested hypothesis is
never equivalent to an authorization of its complete acceptance.

We have hypothesised that climatic processes of monthly values are periodical
stochastic processes with a one-year cycle, i.e. that the 12-dimensional random
variables for months of the same name have two identical moments, mean
value and variance. We have adopted the same assumption for annual climatic
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42 M. Liszewska, M. Osuch

CLIMATE SCENARIO FOR POLAND DERIVED
FROM THE ECHAMVLSG MODEL

The coupled ocean-atmosphere general circulation model ECHAMI1/LSG
was developed at the Max-Planck Institute in Hamburg (Cubasch et al.
1992; Deutsches Klimaterechenzentrum 1994). It consists of a low-resolution
version of the spectral model of the European Centre for Medium Range
Weather Forecasts, extensively modified for climatological applications by
the Hamburg group of climate modellers. The prognostic variables are: vor-
ticity, divergence, temperature, surface pressure, water vapour and cloud
water. The model is spectral with triangular truncation T21, corresponding
to a Gaussian grid resolution of 5.6° In Fig. 1 we present the land-sea
mask used for T21 model truncation to show how less detailed results are
available for further impact investigations. Vertically, the model has 19 levels.
The integration scheme is semi-implicit, with a 40-minutes’ time step. The
atmospheric module is coupled to the Hamburg Large Scale Geostrophic
Ocean General Circulation Model (Maier-Reimer, Mikolajewicz 1992), based
on primitive equations, with 11 vertical levels.

Fig. 1. The land-sea mask used for T21 model truncation acc.
(Deutsches Klimaterechenzentrum 1994).

Our analyses concern three 100-year simulations of the model: a control
run and two perturbed ones corresponding to the A and D emission scenarios
accepted by the Intergovernmental Panel on Climate Change (IPCC). Scenario
A ("business as usual") allows an unrestricted increase in greenhouse gases
emissions, while scenario D ("accelerated policies") represents the situation
with the severest reduction in emissions (IPCC 1992).

Statistical downscaling based on empirical orthogonal function analysis
(EOFA) and canonical correlation analysis (CCA) (Liszewska, Osuch 1997)
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Fig. 2. Maps of observed air temperature (A), precipitation (B), evapotranspiration (C)
and river runoff (D) in Poland averaged for the period 1951-1990
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Fig. 3. Maps of relative differences of air temperature defined as (Ta — Tct)/Tct and (Tp — Tet)/Tet,
expressed in %. Ta, Tp and Tct denote annual mean air temperature derived from experiments
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Fig. 4. Maps of relative differences of precipitation defined as (Pa — Pct)/Pct and (Pp — Pet)/Pet
expressed in %. Pa, Pp and P denote annual mean precipitation derived from the experiments
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Fig. 5. Maps of relative differences of runoff defined as (Ra — Rct)/Ret and (Rp — Ret)/Ret,
expressed in %. Ra, Rp and Rt denote annual mean runoff derived from experiments
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Fig. 6. Maps of relative differences of evapotranspiration defined as (Ea — E¢t)/E¢t and
(Ep — Ect)/Ect, expressed in %. Ea, Ep and Et denote annual mean evapotranspiration derived
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Fig. 1. Similarity matrices of the Rega’s
discharge in the years 1961-1990 by various
statistical tests on level of confidence 5%
and 1% (black nad gray colours)

a — Student’s t-test, b — u—mean test,
¢ — Snedecor F-test, d — Kolmogorov-
Smirnov A test, e — chi-square test
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TABLE 1. Runoff (mm) from the investigated catchments in actual climate conditions (H,) and in those changed according to the
Hgppr, and Hg gg scenarios in the multi-year period 1961-1990: means and summary runoff, deviations A

Months Rega ‘ Utrata Sota
| Ho | HgroL A Hgiss A | Hp 1 HgrpL A Hgiss A H, HgppL | & Hgss A

I 270 | 265| -05| 319 +49| 122| 132 +10| 177 55| 345] e13] +268] 735 +390
1 255 | 275| +25| 320| +65| 123| 123 00| 168| +45| 345| 740| +395| 852 +507
I 299 | 31,4| +15| 335| +36 JI 201| 152| -49| 193| -08| 76| 7T02| -34| 766 +30
v 27,2 30,7 +3,5 31,7 +4,5 | 13,7 13,5 -0,2 ‘ 18,4 +4,9 86,0 55,6 -30,4 67,7 -18,3
v 210 | 254| +44| 268| +58| 106| 105| -01| 14| +08| s82| s80| -02| 53| -29
VI 162| 177| +15| 198| +36| 80| T1| -09| 76 -04| 639 400| -289 595 : 44
VII 160 141| -19| 189| +29 5,5 da| =4 64| +09| 614| 326| -288| 615| +01
VIII 0 [T [Tt I | Y | 6.3 38| -25 69| +06| s500| 320 -180| 57| 457
X 149| 108| 41| 145| -04] 60 TN [N 54| -06| 373| 372| -01| 364| -09
X Teisi o S acill Nisieil, a=02 | ‘85 43| -a2 74| -09| 319| 362| +43| 378| 459
XI 207 167| —40| 218| +15 95 65| -30| 134 +36] 323| 429| +106| 57,7 +254
XII 26,4 22,3 -4.1 28,7 +2,3 12,1 11,3 -0,8 17,6 +5,5 491 55,0 +5,9 78,5 +29,4

He 214 | 206 24,4 104 89 12,4 51,1 | 496 62,1
I H: 255,8 247.,6 -8,2 293,1 +37,3 124,8 ! 106,2 -18,6 | 1484 : +23,6 612,9 595,1 | -17,8 | 754,4 | +141,5

A -3.2% | +14,6% ~14,9% | | +18,9% —2,9% | | +23,1%

YL

‘,'!"J.'.’Il JO4PAY

wgad
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Fig. 3. Mean monthly discharge from the catchments of the Rega, Utrata and Sola rivers in ac-
tual conditions (H), and those modified according to scenarios GFDL (Hgpp, ) and GISS (Hgg)
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TABLE 2. Changes in the hydrological regimes of the Rega, Utrata and Sola rivers

GFDL scenario GISS scenario
REGA

1. Preserving two basic seasons, but: 1. Seasonal rhythm of discharge similar to
— wintexr—spring rise delayed about 2 months actual (similar dates of transition periods
— low-wrater season prolonged 1.5 months and winter snowmelt rise)

and piassing into deep low water, a stage 2. Appearance of two distinct low-water

not olwserved in actual conditions seasons, one immediately after another
— shift of normal season tending to a rise (shallow low water, then deep low water),

from autumn to winter months (because that jointly last 4 months — somewhat

of prollonged low-water season) shorter than in reality

2. Change of the type of high- and low-water |3. Sharper boundaries between seasons
seasons from unstable to stable
3. Sharper boundaries between seasons

UTRATA
1. Snowrnelt rise nearly a month earlier and |1. Snowmelt rise nearly two months earlier
longer, but lower than in actual conditions than in actual conditions, and even earlier
2. Shift of deep low water to late autumn than in GFDL scenario
3. Sharp boundaries between seasons 2. Three-stage low-water season as in sce-

nario 0, but with low-water types reversed
in comparison with GFDL scenario
3. Sharp boundaries between seasons

SOLA
1. Spring—summer rain-induced rise 1. Discharge rhythm similar to actual one
indistinct as a season 2. Disappearance of distinct rain-induced
2. Two normal seasons appear: one before rise. There is a normal unstable season
snowmelt rise, the other before summer low instead, resembling very shallow low-water
water; they ‘replace’ low rain-induced season
rise and shallow winter low-water season |3. Lengthening and earlier appearance of
respectively three-stage snowmelt-rise season with peak
3. Boundaries between seasons sharper than in February—-March
in scenario 0 4. Considerable shortening of low-water

season (through disappearance of winter
low water) in comparison with actual
conditions and GFDL scenario

5. Maintaining three-season type of
discharge, but with shift of stages and
altered discharge characteristics

The differences in the seasonal patterns for simulated discharge and
actual discharge mainly entail a marked flattening of the amplitudes for
the Sola (from 3.0K to 2.1K in the GFDL model and to 2.0K in the GISS
model) and the Utrata from 2.6K to 2.4K in the GFDL model and to 2.3K
in the GISS model), as well as an earlier (by almost two months) occurrence
of the snowmelt rise, irrespective of the scenario. The rain-induced rise is
also less conspicuous, the base-flow season prolonged, and the low-water
stage deeper, mainly in the GFDL model (Fig. 5). No such changes are
observed on the Rega. Its seasonal pattern of discharge in each of the scenarios
‘imitates’the actual one. In the GFDL model, however, the discharge amplitude
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scen. GISS

Fig. 4. Patterns of the coefficient
of monthly discharge (K)
in successive years of the period
1961-1990, according to the 0,
GFDL and GISS scenarios
a — Rega, b — Utrata, ¢ — Sola
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TABLE 1. Changes in water temperature, precipitation and river flow under 2 - CO, conditions due to GFDL and GISS scenarios
for the Pilica catchment in Sulejow

_Mont}”T I j 11 T 11 T v ‘ v \ VI VI I VIII 1 X I X T XI T XII :_.Year s
WATER TEMPERATURE
1.0, | 021 | 03 | 243 | 831 |1532 | 1920 |2102 |2068 | 1621 |1072 | 39 | 050 | 991 0
GISS 287 | 350 | 611 |[1148 |1812 |2139 |2314 [2251 |1949 | 1365 | 8290 | 518 | 1303 | 312
GFDL | 285 | 262 | 766 | 1229 | 1961 | 2326 | 2579 (2545 | 21,03 | 1485 | 840 | 3,67 | 1400 | 405
:  PRECIPITATION y E A
1.c0, | 090 | 1,41 | 199 | 19 | 227 | 304 | 316 | 275 | 190 | 144 | 166 | 1,30 724 | 0
GISS 205 | 263 | 324 | 334 | 345 | 415 | 439 | 382 | 267 | 260 | 295 | 237 | 1148 | 424

GFDL 1,93 2,47 3,11 3,06 3,54 3,91 3,94 3,69 2,98 2,54 2,67 219 | 1095 | 372

WATER FLOW.

1.CO, | 26,1 30,1 36,8 325 | 233 | 226 22,9 23,2 19 22 23,9 26,2 1 25,7 0
GISS 27 31 45 5 el 26 23 20 18 18 27 22 | 269 12
GFDL 24 28 33 29 | 2 22 20 18 17 il 23 20 | 231 | -2,6
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84 M. Zalewski, 1. Wagner

quence may be longer duration and higher intensity of blooms of blue-green
algae: Aphanizomenon flos-aquae, which dominates summer algal blooms in
many temperate freshwater lakes reaches its maximum growth rate at tem-
peratures of 25-30°C (Fig. 2) (Rapala et al. 1993). Observations of the phy-
toplankton community of the Konin lakes, which are heated by power-plant
cooling, confirm that hypothesis, showing a decrease in Diatoma, or increase
in Chlorophyta species abundance and the appearance of Cyanophyta with
increased water temperature (Kraska 1968).

: | o a |
c | 9 - A ! |
A JAY ~ €
U1 Y/ = |
| M/ |
| /A b 3 <
| (YA ) — @2
) &/ - |
,éﬁ! ] L A
g > “.n . - N 4 01 = N7 1 21 2R 7 1 b r 4 1 >

)
JaY

Day 15°C 20°C 25°C 30°c

Fig. 2. Effect of temperature on Aphanizomenon flos-aquae strains. Growth (left) and anatoxin-a
concentration in cells (right). Columns: mean toxin concentration at each temperature, curves:
values at different times (Rapala et al. 1993)

Wind intensity is an important additional factor that may modify blooms
of blue-green algae by influencing epilimnion stability. At mean temperatures
above 18°C, a stable epilimnion will support such blooms. In contrast, strong
winds disturbing the water surface cause their sedimentation and may inhibit
blooming.

NUTRIENT CYCLING

An increase of temperature may intensify the processes of nutrient cycling
and internal nutrient load of freshwater ecosystems. These depend highly
on temperature and are connected with processes of animal excretion, enzyme
activity, microbial organic matter decomposition, and physical processes of
nutrient exchange between bottom sediment and water.

A large amount of P is excreted by organisms, mostly in forms that can
easily be assimilated for algal growth (Ejsmond-Karabin 1983). Zooplankton
(Daphnia pulex) may recycle between 1.5 and 2.5% of total body P per hour
(Lheman 1980). Gulati et al. (1995) computed that the amount of P regenerated
by zooplankton during different study periods on Lake Vechten covered 22%
to 239% of phytoplankton P-demand. An increase in water temperature will
result in intensification of P excretion by organisms (Fig. 3).
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Another mechanism of
phosphorus recycling is
connected with the egzoen-
zyme-phosphatas that al- =
lows some species of algae
to obtain P from dead or-
ganic matter in the absence
of available phosphorus
from the environment (Ro- =
manowska-Duda et al. 1997). K
The activity of phosphatase
will be elevated, at higher
temperatures, which is why

reduction of the nutr.lent Fig. 3. Regression between measured rates of phosphate ex-
supply may havevarious  cretion of zooplankton assemblage (> 150 pm) and prevailing
effects in reducing algal water temperature in Lake Vechen (Gulati et al. 1995)
blooms.

Rates of decomposition of dead organic matter increase with temperature
at high oxygen concentration (Fig. 4) (Kamp-Nielsen 1989; Wagner 1995),
thus climate warming may intensify the decomposition processes in rivers
and shallow, well-mixed lakes. In consequence, the amounts of avaliable
nutrients in freshwaters may incease. Investigations done on the anthro-
pogenically-heated lakes which may be considered a model for evaluating the
effect of climate warming on processes in freshwaters show that mineralization
may accelerate faster that primary production processes, with the result
that the rate of nutrient release is higher (Pasternak et al. 1978). In deep
lakes, or when mixing is
stopped (Meyer et al.
1994), an oxygen deficit
over bottom sediment
may arise and decompo- 1€
sition processes may be
inhibited. On the other
hand, low oxygen con-
centration and red-ox
changes may result in
physical P release from
bottom sediments.

10 15
Temperature [°C]

1 consum: tio
gs.m2thj

YO

X

Fig. 4. Relationship between
temperature, pH and processes
of decomposition of dead organic
matte- in freshwater
ecosystems (Wagner 1995)
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Fig. 7. Alternative scenarios (GISS and GFDL) for effect of climate warming on biological processes in inland waters on the example of lowland
reservoir. GFDL: symptoms of eutrophication, including toxic cyanobacterial blooms, will be intensified by: temperature increase (intensification
of primary production and internal load), intensification of surface flow due to intensive precipitation and external load resulting from degradation
of ecotone zones (water level decrease), increase in retention time; GISS: smaller temperature increase (lesser intensification of primary production
and internal load), intensification of surface flow due to intensive precipitation, higher water level (better functioning of ecotone zones), decrease
in retention time

6%



M. Zalewski, 1. Wagner

[,.

9

B
-

~%]
l&a

o
o g &
o

Fig. 8. Photograph — Chromosomal aberra-
tion induced by extract from cyanobacterial
bloom in human lymphocytes in vitro:

A) chromatid breaks, B) chromatid
exchanges, C) dicentric chromosome
and acentric fragment. Chart — Frequency
of aberrations in human lymphocytes in-
duced by extract from cyanobacterial bloom
from Sulejéw Reservoir (Mc — mechlo-
retamina 10”7 M — model mutagen)
(Osiecka et al. 1996)
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Fig. 1. Water temperature increase (°C) in summer:

GFDL scenario

D. Jurak

highest possible increase in
water temperature in the sum-
mer months, predicted for the
GFDL scenario, is equal to
about 4°C. This creates a pos-
sibility of ambient temperature
(26°C according to Polish stan-
dards) being exceeded. Other
physical characteristics, e.g. the
frequency of freezing conditions
would also decline in a warmer
climate in most of Poland’s riv-
ers, lakes and reservoirs.

CLIMATE SCENARIOS

GCMs are at present the
most sophisticated tools for
evaluating the likely effects of
increasing concentrations of

GHG on global climate. A comprehensive review of GCMs may be found in
IPCC reports (IPCC, 1996a,b), and in a number of papers. The main classes
of GCMs are: (a) the equilibrium type response to a certain level of change
(usually a doubling) in "greenhouse gass" concentrations, and (b) the transient
reaction of the climate system to time-dependent changes in the chemical

55

Fig. 2. Evaporation increase (mm) in summer period:

GFDL scenario

composition of the atmosphere.
Global atmospheric models es-
timate meteorological variables
for a network of grid points
across the globe.

This study used climate
change data collected at the In-
stitute of Geophysics of the Pol-
ish Academy of Sciences. The
Institute’s database contains
expected temperature and pre-
cipitation changes extracted at
the U.S. National Center for At-
mospheric Research, on the
basis of results from several
global atmospheric models.
Other climate change data were
obtained within the framework
of a Project on the Impact of
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Climate Change on Water Resources in Europe, supported by the European
Union. The five scenarios used in our study to investigate the impact of
climate change on water temperature and reservoir evaporation are based
on the following GCMs:

The Geophysical Fluid Dynamic Laboratory Model (GFDL-2 - CO,)

The Goddard Institute for Space Studies Model (GISS-2 - CO,)

The Canadian Climate Change Model (CCCM-2050),

The Geophysical Fluid Dynamic Laboratory Transient Model (GFTR-2050)
The Hadley Centre Transient Model (HCTR-2050)

Average air-temperature changes predicted by these models for grid cells
covering Central Poland are shown in Table 1. The GFDL-2- CO, and
GISS-2 - CO, scenarios relate to climatic conditions simulated for a doubling
in concentrations of "greenhouse gases" (which may have happened, by around
the last decades of the next century), while the CCCM, GFTR and HCTR
transient scenarios refer to the climate in the year 2050.

It should be pointed out that most published GCM data concern changes in
only few meteorological characteristics, mainly air temperature and precipitation.
Such information is insufficient for assessing the impact of climate change on
the temperature and energy budget of lakes and reservoirs, which depend on
several other meteorological elements. It was therefore necessary to introduce
additional assumptions concerning the future behaviour of these elements.

TABLE 1. Scenarios of air temperature increase (°C) in central Poland

Month | GFDL-2.CO, | GISS-2-CO, | CCCM-2050 = GFTR-2050 | HCTR-2050

AT AT AT AT AT

XI 4.8 5.0 1.2 1.3 3.6
XII 3.9 5.7 .8 2.3 4.3
I 5.2 5.1 11 2.8 3.8

II 5.3 6.7 1.6 .8 4.1
98¢ 6.1 3.4 1.5 2.9 5.6
v 3.7 3.4 .9 2.8 3.0
\Y% 5.0 3.0 .8 .5 2.6
VI 4.5 2.3 .8 olf 1.7
VII 5.7 2.5 9 &) 2.2
VIII 5.4 2.0 .8 2.3 2.2
IX 5.8 4.5 1.1 3.6 2.6
X 4.0 2.8 1.0 2.3 2%2

Particularly important — because of its great impact on the energy balance
of water bodies — is the controversial question of a possible change in
relative humidity in the warmer climate. Most authors express the opinion
that the relative humidity will remain unchanged near the surface, which
means that, for the changed climate, vapour pressure may be recalculated
based on constant R, and increased air temperature. Such an opinion is
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The energy-balance equation for any non-stratified water impoundment
may be written in the form:

p.Coh 3“; o+ BT, + Y12 + p,co 2Ty-T,) +G, :
where: p,, — density of water, ¢,, — specific heat of water, h and A — mean
depth and surface area of reservoir, T,, — average water temperature in reservoir,
® and T,; — inflow discharge and temperature of inflow, G — net heat exchange
at soil-water interface, o, B, y— heat exchange coefficients at air-water interface.
The latter coefficients are calculated as functions of meteorological data
by means of the formulae (Jurak 1978):

o =R(1-alb)+QLRT,) - 28.83B(u(u + u,)"*
4)
. o 0.018 ,, S . O
I e (1 0.611 e)ll - T |+ 0.57 1/ + 2.373T
B(n)u :
) = -28.83B,,(u 5
: 0.018 = e y . y
<|0.61 + > le(T,) - e = 2T, e (T,) - 0.6 (T, + T,)) + e,(T,) - T,e!'(T,) | - 2.37
B u ) :
Mg fih e . . m
28.83B(u)(u + u - [e/(T,) + 0.61] + 0.5¢(T'
[)”uh’.’“ 3 D
By sclving equation (3), the following relations were finally used to calculate
water temperature for the time period <0, ¢,> (Jurak 1992
) h 1 — d(t))* 1 - d(0))*
Al ) l 1 A | 1}
T, : In In
2 2Y 2, Oo(fL) o(0) (7
where
B+ 2yT VB - 4(a+ Gy ¢ —_—
it - —e N VP 4(a + G)y
3 + 29T, VB° - 4(ct + G)y Pl ])

T, denotes water temperature at time ¢ = 0. The above model is based on
the physical laws of lake heat balance, requires no calibration, and can
therefore be used for climate change impact assessment.

The water temperature model (7)-(8) has been applied to assess the
impact of climate change on the thermal conditions of lakes and reservoirs.
As it is based on physical laws of energy budget, includes few empirical
assumptions and requires no identification of parameters, the model may
be used for various atmospheric conditions. However, account should be
taken of the fact that results obtained for various climate scenarios may
differ merkedly. This creates well-known difficulties in assessing the impact
of climate change on aquatic ecosystems.
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In a case in which the temperature of inflowing water is measured at
some distance from the reservoir, T, may be calculated by means of the
formulae:

5+ ..‘./ ,
B+2yT

where: T, is water temperature at a gauging station, modified if necessary for
a given scenario, x the distance (in meters) from the station to the reservoir
under consideration, and g the inflow rate divided by river width. Finally, based
on estimated water temperature, monthly values lake evaporation in [mm]
may be calculated using the following formula (Jurak 1992):

E =0.314A7"%°%11 4+ 0.073A" " (T, - T) u™ | u(e, - ¢ 11

where e, is the saturated vapour pressure at the water temperature.

SULEJOW RESERVOIR CASE STUDY

The case study presented below relates to Sulejéw Reservoir on the Pilica
river. The average depth is 3.3 m, and the surface area 23,000,000 m2. Mete-
orological data — temperature, wind speed, humidity and sunshine duration
were measured at Sulejow meteorological station, while hydrological data —
river discharge and water temperature-were obtained at the Przedbérz gauging
station 40 km from the reservoir. All data were collected for the 15 years from
April 1975 to March 1990. T, values were calculated using equations (9)~(10).
Mean monthly values water temperature in Sulejow Reservoir, calculated based
on meteorological data for 1975-1990 are given in Table 2. Fig. 3 shows the
increase of T,, for respective climate scenarios.

TABLE 2. Water temperature (°C) in Sulejéw Reservoir for five climate scenarios

Period |1975-1990| GFDL-2 - CO,| GISS-2 - CO, | CCCM-2050 | GFTR-2050 | HCTR-2050
v 8.3 12.3 115 9.6 11.2 11.6
V| 154 19.6 18.1 16.4 16.7 17.8
VI | 19.4 2331 ] 20.2 20.1 20.2 20.9
VI | 211 2513y 3l 23.1 21.9 LI 22.9

VII | 20.8 254 | 225 21.5 22.7 22.6
IX | 15.9 21.0 19.5 170 | 19.1 18.2
X | 108 148 | 13.7 11.9 133 | 13.0
XI 3.9 84 | 8.3 5.4 5.8 7.2

IVXI | 144 18.8 17.1 15.5 16.4 16.8




Impact of climate change.. 99

Tw increase [°C]

Fig. 3. Average
increase in water

temperature oL , : 8
in Sulejéw Reservoir GFDL GIss cceM GFTR HCTR
Climate scenario

The greatest increase (4.0°C) was obtained for the GFDL-2 - CO, scenario,
with the other models giving more moderate results. Large interannual and
intraannual variability in weather conditions, in some years and particular
climate scenarios, ensure that daily values for water temperature, exceed
the ambient value of 26.0°C, which should not be surpassed under current
Polish standards in reservoirs serving municipal supply systems.

The results indicate a high degree of concurrence in possible changes in
the temperature of air and water, i.e. significant dependence of the latter
on the assumed climate scenario. Water temperature can thus be considered
a good physical indicator regarding the impact of climate change. Furthermore,
it is not only the energy balance of the reservoir surface that will change
under disturbed climatic conditions. Inflow characteristics (discharge rate
and water temperature) are also sensitive to climate, and may thus play a
significant role in shaping quality features of aquatic ecosystems in the
warmer climate. The physical effects would be propagated through the bi-
ological components, affecting all organisms which rely on phytoplankton
and aquatic plants. This in turn may impact on human health considerations.

Water losses due to evaporation from the reservoir surface were calculated
for the climate scenarios using formula (11), with account taken of the re-
spective (i.e. changed) values of T,. The results are presented in Table 3,
and changes for £ compared to characteristics obtained for current climate
conditions (1975-1990) in Fig. 4.

The results for most of the scenarios indicate rather limited sensitivity
of reservoir evaporation to climate change. Only in the case of the GFDL-2 - CO,
model is the increase for the whole summer period about 20 percent of the
average summer evaporation for 1975-1990. This means that, in dry years
with limited river discharge the losses due to evaporation may reach 10
percent of the inflow rate, and thereby have a potential negative impact on
the efficiency of water supply in case of Sulejow Reservoir.
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Evaporation change [%]

Fig. 4. Average
] s - e 1 changes in evaporation
GFDL GISS CCCM GFTR HCTR from Sulejéw Reservoir
Climate scenario (mm)

TABLE 3. Monthly and seasonal evaporation (mm) from Sulejéw Reservoir

Month | 1975-1990 | GFDL-2 - CO, | GISS-2 - CO, | CCCM-2050 | GFTR-2050 | HCTR-2050
v 39 53 46 45 % 48 50
\Y 70 82 80 76 i 83 79
A\ 92 107 100 95 ; 98 99
VII 107 124 114 110 ' 115 112
VIII 99 118 106 102 108 105
IX 65 79 68 69 73 71
X 41 54 51 46 52 48
XI 17 25 32 21 23 19
IV-XI 530 642 597 565 | 598 584

A FINAL COMMENT

Differences in of climate scenarios still make it difficult to formulate
definite conclusions concerning the possible impact of climate change on the
energy budget, water temperature and evaporation losses in storage reservoirs
in central Poland. The uncertainty is compaunded by the hierarchical nature
of aquatic ecosystems and the inter dependence of physical and biological
components of water quality further research is needed to reduce it for
freshwater ecosystem impact assessments, by focusing mainly on the devel-
opment of more credible climate scenarios (IPCC, 1996b). Specific research
areas requiring serious improvement also include: the better understanding
and modelling of lake processes under non-stationary conditions, the elab-
oration of methods for defining regional and local scenarios of weather pat-
terns, and the assessment of the impact of possible changes in climate vari-
ability on freshwater ecology and the reliability of water supply.
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pH, defining the concentration of all acids and alkalis in waters; and Eh,
the measure describing the concentration of all components entering into
reversible oxidation and reduction reactions (Fresenius et al., op. cit. Witczak
1995).

In solution, heavy metals occurs as hydrated ions, in forms of compound
with organic and inorganic ligands (other ions or molecules) and as organic
molecules. Most ions of metals are bound up by molecules in bottom sediments
or biological sorption. The forms of organo-mineral compounds of heavy metals
depend to different degrees on the surface properties of molecules, the type
and strength of bonding and the physico-chemical conditions of the natural
environment comprising pH, Eh, salinity and the presence of organic matter
(Kyziol 1994). They mainly accumulate in the finest-grained fractions and
in the finely-dispersed solid phase of river suspended matter (Helios-Rybicka
1986, 1995; Helios-Rybicka, Kyziol 1991), which is their main carrier
(Bojakowska 1995; Kyziol 1994).

The most important role in the binding-up of metals is played by clayey
minerals, oxides and hydroxides of iron and manganese, as well as carbonates
and organic substances.

TABLE 1. Relative mobilities of elements as a function of Eh i pH (Plant, Raiswell
1983)

Relative ‘ Electron activity Proton activity
mobility ™R ducing | Oxidizing Neutral-alkaline Acid
Very low |Al, Cr, Mo, V, Al, Cr, Fe, Mn Al, Cr, Hg, Cu Si
U, Se, S, B,
Hg, Cu, Cd, Pb
Low Si, K, P, Ni, Si, K, O, Pb Si, K, P, Pb, Fe, |K, Fe (III)
Zn, Co, Fe Zn, Cd
Medium |Mn Co, Ni, Hg, Cu Mn |Al, Pb, Cu,
Cr, V.
High Ca, Na, Mg, Sr Ca, Na, Mg, Sr, Ca, Na, Mg, Cr, ‘Ca, Na, Mg,
Mo, V, U, Se Zn, Cd, Hg | Co, (Mn)
Very CL I, Br CL I, Br,B ClL1,Br,S, B, ‘Cl, I,Br,B
high L Mo, V, U, Se

The chemical form of binding between metals and the sediment (and the
associated capacity for further migration in the natural environment, i.e.
"speciation") determines the degree of selective extraction (Bojakowska,
Sokotowska 1992; Helios-Rybicka 1986; Kyziol 1994). Considerable amounts
of heavy metals, especially cadmium and zinc, are present in readily-mobile
exchangeable and carbonate forms, as well as in forms of compound with
hydroxides of iron and manganese. These pose the greatest endangering to
waters. Lead, present mainly in the sulphurous organic fraction, is generally
bound tightly by alluvial components and is hence less mobile.
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THE POSSIBILITY OF THE MOBILIZATION OF HEAVY METALS
FROM BOTTOM SEDIMENTS

Particular roles in changes of the mobility of metals in the aquatic en-
vironment are by the following parameters (Kyziol 1994, Stigliani 1988): a
reduction in pH, a change in redox potential (e.g. as a result of insufficient
oxygenation of sediment), an increase in salinity and the presence of organic
compounds which create water-soluble complexes with the metals.

In the case of the anticipated changes in climate, especially such factors
as elevated temperatures and precipitation levels and changes in humidity
and flows, these parameters will undergo more or less dramatic changes,
depending on the scenario applied. In addition, the process of the remobiliza-
tion of metals from sediments will be reinforced by an increase in the intensity
of geodynamic processes, such as changes in flow and enhanced turbulence
(as a consequence of increased erosion in river corridors and along seashores,
and the movement of sediments with serious flooding or augmented drainage).

This may all lead to a reversal of the process by which surface waters
self-purify, and hence to their secondary pollution.

Changes in the solubility of heavy metals in conditions of changing phys-
ico-chemical parameters in the environment are well-documented. Selected
examples of such changes are presented in Figs 1 and 2.

jes

ca ales
sulfides
v - 4 -
6 06 I
8 1 A gl_—g 1 1 08 1 1 1 1 1 1
) 4 4 6 8 2 14 2 4 6 8 1 12 ]

Fig. 1. Trends in solubility of heavy metals in relation to pH and Eh (in the absence of dissolved
and solid organic matter; (a) main minerals controlling the solubility of heavy metals;
(b) trends of increasing solubility (Forstner 1987)
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Fig. 2. (a) Ability of wetlands to buffer against nitrate and sulfate inputs to water bodies.
Nitrate is reduced to molecular nitrogen (N,) or nitrous oxide (N,0), both of which are vented
to the atmosphere. Sulfate (SO;?) is reduced to sulfide (S™), which forms an insoluble precipi-
tate in wetland soils. (b) Under construction where wetlands become dry, none of the protective

reducing reactions occur. In addition, sulfides that were stored in wetland soils may become
oxidized and leach into water bodies. Shaded area indicates region of wetlands (Stigliani 1992)

(1) Nitrate from runoff of nitrogenous feritilizer, (2) sulfide minerals from former marine

sediments, (3) sulfide reduced from sulfate inputs of acid deposition

CONCLUSIONS

As aresult of a longlasting and complex process of pollution in the natural
environment, large amounts of compounds of nitrogen, sulphur, phosphorus,
heavy metals and toxic substances are (or have been) "deposited" in the
bottom sediments of surface waters. However, the sorption capacity of these
sediments is dependent on the defined geochemical conditions in whick they
are found. The most important parameters describing these conditiors are
the following physico-chemical ones: pH, redox potential, salinity and con-
centration of organic compounds. Having a direct or indirect effect on these
parameters, climatic change may give rise to changes in the sorption capacity
of sediments in relation to the chemical compounds acccumulated in :hem,
and hence to the secondary release of the latter into the natural environment.

On account of the character of the process, compounds in these circum-
stances, it have been termed "chemical time bombs" (CTB) (Stigliani :991).
This alludes to the avalanche of harmful consequences induced in the natural
environment as a result of the "sudden mobilization" of the toxic compsunds
accumulated in sediments.
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TABLE 1. Precipitation deficit in Warta river and Wieprz river catchments

Precipitation deficit (mm)

el Warta river catchment Wieprz rivekri‘ic;itk:hmerht
1951-1990 | GFDL-2 - CO, 1951-1990 | GFDL-2- CO2
IV-IX 164 274 18 | 211
IV-VI 88 ‘ 126 53 62
VII-IX 76 i 147 65 149
\% 40 43 30 28
VIII 33 56 29 51
Mean relative value 1.00 1.57 1.00 1.58

The index of increase in the precipitation deficit (relation between mean
precipitation deficit 1951-1990 and future deficit in the year 2080) is 1.57
for the Warta river catchment and 1.58 for the Wieprz river catchment.
Based on these results, the index of increase in the precipitation deficit was
calculated with regard to the hypothetical situations in the years 2020 and
2050. It equals 1.19 and 1.38 for these respective years in both catchments.

Design values for precipitation deficit were determined to estimate a pre-
cipitation deficit that approximates dry-year conditions (Table 2). Exceedance
probabilities of p = 25% and p = 10% were chosen for further analysis as they
correspond to mean dry year and very dry year conditions respectively.

TABLE 2. Design precipitation deficit for different exceedance probabilities on the
basis of 1951-1990 data

S = % Warta river catchment I Wieprz river catchment
Design precipitation deficit (mm)
et for the exceedance probability of
50% 25% 10% 50% 25% 10%
IV-1X 140 260 320 120 210 270
IV-VI 90 130 170 65 130 200
VII-IX 80 135 180 65 110 140
\% 40 65 80 35 55 70
VIII 45 65 80 30 60 85
Design value reffered to mean 1.06 1.68 2.07 1.09 1.96 2.69
relative value for 1951-1990

In natural conditions, retention of available soil moisture (AW) ranges
from 25 mm to 125 mm depending on soil type and rootzone thickness.
Retention for both catchments was estimated to equal 50 mm.

The demand for irrigation water was calculated from the estimated values
for precipitation deficit and available soil moisture retention for the mean
and very dry year conditions. Thereafter, unit irrigation demand was cal-
culated. The results are shown in Table 3.
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TABLE 3. Historical and future precipitation deficit and demand for water irrigation
for vegetation period in mean and very dry year conditions

S 5 — 4
Exceedance pro u'm.!'.[ Warta river catchment I Wiepr
| r ' ’ 4 | { ’ 1

Water demand (mm

Considering the months of greatest demand for irrigation water (May
and August), the required unit demand for irrigation water in future dry-year
conditions is estimated to be higher and to amount to about 0.3 dm3/s ha.

The values for unit demand presented in Table 3 are net values calculated
for intensive agricultural use. They do not include losses during the operation
and maintenance of irrigation systems.

In the case of the extensive agricultural use of grasslands and other
areas irrigation water demand should warrant the maintainance of high
soil-moisture retention, a reduction in process of mineralization of organic
matter in peat soils and the supply of natural and artificial wetlands. In
these cases, unit demand for irrigation water can be half of the unit demand
included in Table 3.

FUTURE IRRIGATION AREAS

According to statistical data the irrigated agricultural area is ¢. 500,000
ha, including about 60,000 ha of arable land and about 420,000 ha of grassland.
These are approximate values that concern areas with technical equipment.
The real irrigated area is smaller and amounts to about 230,000 ha, according
to data on water consumption for irrigation (Environment Protection 1994).

The assessment of areas requiring future irrigation has been done for
grasslands, arable land and orchards for the conditions of the GFDL scenario
and the probable scenario for development of agriculture and the food economy
in Poland.

The intensification of production on grasslands and the extent of irrigated
areas are mainly dependent on the predicted needs of the development of
breeding.

The existing results of research indicate that it is possible to obtain hay
yield of 5-6 t/ha without irrigation. Planning on higher yields of 7-8 t/ha
and more it is necessary to apply supplementary irrigation. Supplementary
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irrigation will also be indispensable for grasslands in non-productive use,
wetlands, or areas with a controlled outflow regime and regulated groundwater
table.

Table 4 presents total grassland area and estimated future irrigation
areas according to production and ecological criteria.

TABLE 4. Estimated future area under irrigation in Poland

Areas subject to irrigation in 1000 ha
Grasslands Area in 1000 ha according to:

production criterion | ecological criterion

Total area 4050

Lowland grasslands: 3560 785 325
— dry-ground meadow 1530 450 70
— riverside marshy meadow 640 - 35
— swampy meadow 1390 335 220

Areas of arable land and orchards requiring irrigation have been estimated
by Gorski (1995) with assumed structural changes in agriculture, technological
progress and stabilized agricultural production. According to these data future
areas for irrigation in Poland should total about 950,000 ha by the year
2080. By the year 2020 c. 350,000 ha and c. 670,000 ha should be irrigated
by the years 2020 and 2050 respectively.

More detailed estimation of areas requiring irrigation in the Warta and
Wieprz river catchments would require specific analysis with consideration
given to environmental and agricultural factors.

CONCLUSIONS AND REMARKS

In the "Country Study-Poland, SE-12. Strategy for Water Management
in Poland in the Face of Climatic Changes" (Kaczmarek et al. 1995) prepared
for the "Climate Change 1995: Second Assessment Report of the Intergov-
ernmental Panel on Climate Change" (Watson et al. 1996) premises of future
water management policy were characterized. It was stated that the influence
of climatic changes on water resources and demand for water might be
crucial taking into account limitations on water resources. Areas requiring
irrigation might increase significantly as well as demand for water in irrigated
areas.

The analysis performed has shown that doubled atmospheric CO, content
in the year 2080 might cause an increase in the precipitation deficit of 19%
by the year 2020 and 38% by the year 2050, assuming the most extreme
hydrometeorological conditions evaluated by the GCM-GFDL scenario. For
the conditions of the mean dry year the level of unit demand for irrigation
water is estimated to be within the range 0.15-0.3 dm3/s ha.
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