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6 R. Domariski

also be displayed by other causative factors of economic development. Examples
are quoted of the lack of any correlation, usually over short periods of time,
between an increase in the number of people employed in research and applica-
tions and economic growth. In fact, such cases happen when scientific-techno-
logical infrastructure is insufficient and innovation-oriented forces in the socio-
-economic environment weak. Besides, in the initial period of the stimulation of
knowledge development to achieve economic effects, the newly-employed staff
may still lack research and technological experience and thus be of rather low
productivity.

Naturally, the use of the input-output relation and the rate of return in the
development of knowledge is justified. Being simple, these notions can be em-
ployed to popularise the role of knowledge in the modern economy, though they
are not sufficient as the intermediate layers of the relationship need to be pene-
trated'. These “latent layers” are not usually available for statistical observation
and practical experience, but they need to be deciphered if the mechanism by
which the system operates is to be identified, along with the processes transfor-
ming inputs into effects. So far, satisfactory ways of deciphering these layers
have not been proposed. Obstacles to the process are both the high degree of
complexity of the problem and the insufficiency of information about the mech-
anism underlying the transforming processes.

Nevertheless, the identification of the intermediate layers between inputs for
the development of knowledge and economic growth helps (1) to build knowl-
edge on this complex system now constituting the main factor behind economic
progress, (2) to facilitate the design and correction of scientific policy through
the reconstruction of intricate relations in the intermediate layers, and (3) to
strengthen arguments for the development of knowledge in discussions on the
state budget and priorities of budget policy.

These goals can be achieved through: (1) identification of the structure of the
knowledge-economy system, (2) reconstruction of the network of links among
entities found in the system, including the intermediate layers in which the
economic surplus is generated, (3) definition of the intermediate layers in prob-
abilistic terms, and (4) with the help of neural networks, anticipation of the
effects of operation of a system with an ill-defined structure.

IDENTIFICATION OF SYSTEMIC STRUCTURE

The deciphering of the intermediate layers of the system requires that the
pattern of relations presenting the effect of input signals on output signals be
defined. This can be achieved: (1) through a knowledge of general rules govern-

' This chapter is part of the project No. 6 PO4E 005 18 financed by the Committee for
Scientific Research, Poland.
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10 R. Domariskf'

munities of scientific and economic entities that are components of the know-
ledge-economy system, the following results can be obtained:

1) the probability with which we can assume that, given a specific transition
probability matrix, the knowledge-economy system starting in an initial period
(e.g., a year) in state 1 will remain in this state or change to state 2,..., N;

2) total expected rewards after 1,..., n periods, with the given transition prob-
ability matrix and reward matrix, and assuming that the system is initially in state 1;

3) maximum expected rewards after 1,..., n periods, assuming that the system
is in state 1 and in each successive period optimum decisions are made; and

4) the state of the system arrived at after a long time (a steady state). It is
possible to calculate steady-state probabilities of states and a steady-state ex-
pected reward per period, and to choose a decision rule that will maximise
steady-state rewards per period.

Below we present ways of arriving at the above results. We shall consider
a knowledge-economy system which can be in one of the following three states: (1)
of low outlays on science (e.g., 0.45% of GDP) and short-term rewards sufficient;
(2) of larger outlays on science (e.g., 0.75% of GDP), and rewards satisfactory; and
(3) of much larger outlays on science (e.g., 1.25% of GDP) and rewards good.

The operation of our system is characterised in a synthetic way by the inputs
made and outputs obtained when the system is in the given states at the given
time moments. The cost and reward matrices in the particular states are presented
in Tables 1 and 2, and the transition probability matrix in Table 3. We can affect
the operation of the system by employing either of two variants of scientific
policy: (1) the maintaining of the existing state (a passive policy), or (2) the
changing to a higher or the highest state (an active policy).

A comparison of the cost and reward matrices shows that the system produces
a growing surplus while changing from states 1 and 2 to the higher states. When
it reaches state 3, it maintains the high surplus, and when it reverts to states 2 and 1,
the surplus is reduced. The system has a chance of changing from state 1 to state
2, and of maintaining states 2 and 3 once it has reached them. Other transitions
are possible, but less probable.

Table 1. Matrix of costs borne by the system on changing from state to state.

From To | State 1 | State 2 | State 3
State 1 0.60 0.80 | 0.70
State 2 0.70 0.70 0.65
State 3 . 0.75 | 0.70 | 0.60

Table 2. Matrix of rewards gained by the system on changing from state to state.

From To State 1 State 2 s Statc.;, 3
State 1 ‘ 0.85 1.10 1.25
State 2 091 1.15 1.30

State 3 0.95 1.15 1.40
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Table 3. Transition probability matrix.

From To State 1 &l State 2 State 3
State 1 0.20 0.50 0.30
State 2 0.10 0.70 0.20
State 3 0.10 0.30 0.60

On these assumptions, the mathematical apparatus of Markov chains was used
to calculate the values of all the mentioned characteristics of the system®.
Presented below are the results for two periods of the system’s operation: after
5 and 10 years. The results are given in Tables 4, 5 and 6.

Table 4. State probabilities.

After 5 years After 10 years
State 1 0.1111 0.1111
State 2 0.5376 0.5370
State 3 0.3513 0.3519

Table 5. Total expected rewards.

After 5 years After 10 years
State 1 5.850 11.811
State 2 5.894 11.855
State 3 6.100 12.063

Table 6. Maximum rewards (results of optimum decisions).

s NN After 5 years After 10 years
State 1 5.850 11.811
State 2 5.894 11.855
State 3 6.100 12.063

State probabilities after five years were close to the mean for transition prob-
abilities, and almost did not change over the next five years. In both periods, the
most probable transition is that from state 1 to state 2. If the probability of
transition to higher states is to increase, it is essential to raise outlays on science,
including investment outlays. It is a necessary condition, and given an optimum
scientific policy, a sufficient one.

Total expected effects (rewards) change with time, but differences between
the particular states are only slight. The effects are calculated using Markov
chains with rewards. It emerges that the optimum values are the same as the
expected values. They are calculated by maximising the rewards (effects) for
each state and each possible initial state (the optimisation of operations in Mar-
kov chains). The result is convincing, but requires comment.

% The calculations were made by Dr A. Marciniak, Institute of Informatics, Poznari Polytechnic.
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The gradual reduction of outlays on science (as defined by % GDP) forced
the elimination of relatively less effective activities. Over several years, the
repeated elimination brought the system to a state which was formally optimal
given the resources available (obviously, it did not meet substantial criteria of
optimality). This was an optimum in the Pareto sense, that is, given the resources,
it was impossible to improve efficiency by shifting outlays among the particular
activities. Small outlays satisfying minimum needs did not create conditions for
variants of scientific policy, for the choice of various goals and ways of achieving
them. The optimum policy was a passive one designed to maintain the existing
state. An active policy disturbing the equilibrium at the minimum level could
only disrupt relations among system elements which had gradually formed under
budgetary pressure.

What is the probable development of the system in question over a longer
time perspective? We can find an answer to this question by calculating the
steady state of the system. The results are as follows:

— steady-state probabilities of states (b,)

0.1111
b.=10.5370
0.3519

— the expected steady-state reward per period of a development process (g),
irrespective of the states in which the system makes the transition:

g =1.1923,
— the maximum steady-state reward per period (gmax):

=21:1923:

gmax

The results lead to rather pessimistic conclusions:

1. The transition of the system from a low to a satisfying state is not certain.
The probability of the transition, even in the long time perspective, amounts to
0.5370.

2. There is no chance of improving state efficiency by optimising scientific
policy. The expected and maximum steady-state rewards are the same. The result
can be explained like this: scientific policy is limited by the existing state, which
does not offer the freedom of movement and choice. Room for movement and
choice can be made by increasing outlays on science.

Table 7. Matrix of increased rewards gained on transition from state to state.

al From To g State 1 Stafeé et wStategi 2
State 1 0.85 1.10 1.50
State 2 0.90 1.20 1.70
State 3 0.95 1.25 1.90
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We add new assumptions to those adopted in our calculations so far: first
a changed efficiency (rewards), and then a modified probability of transition.
Namely, we assume that the existing equipment and outlays on science will be
put to a better use. The increased level of efficiency is presented in Table 7. Its
elements express higher efficiency on transition to state 2, and even higher in
state 3. This assumption should not engender any reservations, because higher
states are assigned larger outlays and higher efficiency. With these modified
assumptions, the following results were obtained (Tab. 8 and Tab. 9):

Table 8. Total expected rewards.

e, 1 4 After 5 years Aftel;rli(r)jgars
State 1 6.6507 13.5430
State 2 6.7008 13.5912
State 3 7.2617 14.1578

Table 9. Maximum rewards (results of optimum decisions).

& After 5 years After 16 years N
State 1 6.804 13.987
State 2 6.993 14.175
State 3 7.379 14.562

— The expected steady-state reward per period
g = 1.3785.
— The maximum steady-state reward per period
8max = 1.4366.

To what extent did the performance of the system improve after the introduc-
tion of the assumption of an increase in efficiency without an increase in outlays
on science? The new state was compared with the initial one and the per cent
increase in the total expected rewards calculated (Tab. 10).

Table 10. Percentage growth of states as a result of improved system efficiency.

] After 5 years I After 10 years
Total expected rewards
State 1 13.7 14.6
State 2 13.7 14.6
State 3 19.0 17.4
Maximum rewards |
State 1 16.3 18.4
State 2 18.6 19.6
State 3 J 21.0 2L
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— The percentage increase in the steady state:
Ag = 15.6%,
Agpax = 20.5%.

The following conclusions can be drawn from the above calculations. The
effects of system performance are better than in the initial year, both after 5 and
10 years. The expected total rewards after 5 years grew from 13.7% in state 1 to
19.0% in state 3, and after 10 years, from 14.6% to 17.4%. The decrease in
efficiency in the second five-year period means that the reserves of an increase
not involving larger outlay have become depleted.

The maximum rewards grew from 16.3% to 21.0% after 5 years, and from
18.4% to 20.7% after 10 years. The bigger growth of maximum than expected
rewards means that, given a steady level of outlay, an optimum scientific policy
can produce additional effects. However, this possibility wears out with time.

The steady state settled at a level lower then the state after 10 years, especially
where the expected rewards were concerned. One can conclude, therefore, that
over a long period of time a system whose development rests solely on an in-
crease in efficiency without an increase in outlays loses its dynamic.

Let us now change the assumptions and make system efficiency constant (at
a higher level), while changing the probabilities of state-to-state transitions. The
transitions can take place as a result of an increase in outlays on science, includ-
ing investment outlays. The considerable increase in transition probabilities, in
terms of economic growth theory, means that a strong push has been made.

A new probability matrix is presented in Table 11. As can be seen, under the
influence of increasing outlays there is a growing probability of transition from
state 1 to state 2 and from state 2 to state 3, while the probability of maintaining
state 3 remains high.

Table 11. Transition probability matrix after increasing outlays on science.

From To State 1 State 2 State 3
State 1 0.1 0.7 0.2
State 2 0.1 0.3 0.7
State 3 0.0 0.1 0.9

What were the effects of an increase in the outlays on science? They are
presented in Table 12 and in the steady-state data.
— The percentage increase in the steady-state:

Ag = 28.4%,
Agrax = 23.3%.

In the system considered, the rewards gained through an increase in outlays
on science are greater that those obtained solely through an increase in efficiency
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Table 12. Percentage growth of rewards as a result of increased outlays on science.

[ After 5 years After 10 years
‘ Total expected rewards
State 1 18.8 237
State 2 26.7 27.6
State 3 23.0 25.6
Maximum rewards
State 1 17.0 20.2
State 2 214 224
State 3 21.1 222

with a constant level of outlay. In state 1, for example, the outlays on science
make the expected rewards grow by 18.8% after 5 years and by 23.7% after 10
years, while there is an improvement in efficiency by 13.7% and 14.6% respec-
tively.

Maximum rewards also grow faster as a result of an increase in outlays than
in efficiency, but slower than the expected rewards. In state 1, after 5 and 10
years the outlays improved the rewards by 17.0% and 20.2%, and efficiency by
16.3% and 18.4% respectively. The slower rate of increase in the efficiency of
new outlays can be explained by reference to difficulties with the launching of
research and technologies, the acquiring of new experience by research and
engineering staff, and a lapse of time between outputs and inputs.

In the stationary state, i.e. one persisting over a long period of time, the
efficiency of outlays on science, especially the expected efficiency, is much
higher than after 5 and 10 years. If we consider that the system in question
consists of a large number of independent entities, the higher expected efficiency
in the steady state can be accounted for by the fact that after 5 and 10 years the
market mechanisms in the science-economy system failed to make all those
elements adjust in such a way as to form an arrangement producing maximum
results. What is more, processes of spontaneous co-ordination produced better
results than strict maximising rules (28.4% as against 23.3%).

The results obtained so far make it possible to compare the growth in rewards
due to an increase in productivity and an increase in outlays. In every state the
increase in rewards resulting from an increase in outlays is bigger than that
resulting from an improvement in productivity (cf. Tables 10 and 12). As a con-
sequence, the proportion of outlays on science in the total increase in efficiency
of the science-economy system is higher than that of productivity. In order to
measure both proportions, let us use the steady-state data on the assumption that
these express long-term trends free from periodic oscillations and incidental
disturbances. We obtain the following relations.

Let us now abandon the assumption that productivity improves first and when
its reserves not involving outlays have become depleted, the system switches to
an increase in outlays on science. To establish the total increase in rewards, i.e.,
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Table 13. Proportions of productivity and outlays on science in total rewards
of the science-economy system.

Expected rewards Maximl}m rewards 3
Proportion of productivity 0.35 ! 0.47
Proportion of outlays on science 0.65 \ 0.53

that brought about by the increases in productivity and in outlays on science, the
state of the system in the initial year was compared with a state after the produc-
tivity had grown and outlays made. The results of the comparison are presented
in Table 14.

Table 14. Percentage growth of rewards as a result of a simultaneous increase in productivity
and in outlays on science.

s | Akersyeas | Aferioyews
77777777 =i Total eﬁxpecﬁtfd J’gviards il
State 1 35.1 41.9
State 2 44.0 46.3
State 3 46.4 47 .4
3 Maximum rewards T
State 1 36.1 | 42.4
State 2 44.0 | 46.3
State 3 46.4 j 475

— The percentage increase in the steady-state:
Ag = 48.5%,
A, = 48.6%.

The main conclusion that can be drawn from the analysis of this table con-
cemns the occurrence of synergistic effects when an increase in productivity
co-occurs with an increase in outlays on science. The conclusion can be con-
firmed by summing up the relevant terms in Tables 10 and 12 and comparing the
totals with those in Table 14. The last are always greater than the totals of the
two previous terms. The differences are the additional rewards resulting from the
interaction of the growth of productivity and outlays.

For example, the expected rewards in state 1 after 5 years grow by 13.7% as
a result of an increase in productivity, and by 18.8% owing to an increase in
outlays. The total increase amounts to 35.1%, i.e. is greater by 2.6%. The synerg-
istic surplus also occurs in a long-term approach. The total increase, which is
equal to 48.5% in the steady state, is greater than the sub-totals in steady states,
viz. 15.6% and 28.4%. The surplus amounts to 4.5%.

The results obtained in the experiment concerning the behaviour and proper-
ties of a hypothetical science-economy system can be summarised as follows:
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22 J. J. Parysek, L. Mierzejewska

awareness and ever more planning in the way the relations between these two
subsystems are developed, relying on various models of the structure of the
system as a whole. This process is called spatial development, or space economy,
and consists in the expansion of man-made elements (or rather the man-made
subsystem) into the natural subsystem. Assuming this process to be ever better
planned and controlled, another assumption has to be made, namely that it will
be underlain by a variety of approaches to the environment and its organisation,
structure and operation.

The aim of the present paper is to describe the introductory stage of the
process of shaping man’s living environment, that is, defining the approach to
nature, or the natural environment.

A GENERAL MODEL OF MAN’S LIVING ENVIRONMENT

Several different interactive models of man’s living environment can be built,
from the very simple to the highly complex. For the purposes of this paper, it will
be enough to consider a very simple model resting on the assumption that man’s
living environment is a system with two component parts: a natural and a man-
-made (human) subsystem, with an interactive relation holding between them.
The model is a version of V. Leontieff’s input-output model.

The above interactive model (Tab. 1) is a matrix whose elements are vectors.
They describe the relations that hold in the subsystem of nature (N) and that of
man (E), as well as inputs of the natural subsystem into the human subsystem (I)
and the effects that the human subsystem has on the natural one (O).

Table 1. Interactive model of the man-nature system.

Human subsystem 1 Natural subsystem
Human subsystem E 1 (0]
Natural subsystem I N

- —— 1 ————————

Source: Chojnicki (1971).

It should be kept in mind that the natural subsystem (N) is primary in relation
to the human one (E), and that the human subsystem develops at the cost of
nature (cf. Chojnicki 1971, 1988; Lipiec 1972; Regulski 1982; Parysek 1997).

INTERACTIONS IN THE HUMAN ENVIRONMENT

Since our considerations concern the human environment, it is justified to
treat the relations holding in this system as ecological ones. Thus, we can con-
sider the following relations (after Odum 1971):
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24 J. J. Parysek, L. Mierzejewskiz

PLANNING THE HUMAN ENVIRONMENT
IN TERMS OF MAN-NATURE RELATIONS

The state of man’s environment, which results from his impact on nature,
defines general ecological conditions. It depends on whether nature is understood
as a system developing in an autonomous way (independently of man and the
socio-economic subsystem he organises), or whether its development is treated
as a result of the taking into consideration and intentional planning of the man-
-nature relations.

The perception of the development of nature and the planning of the human
environment will always depend on:

1) how we understand the man-nature relations, and

2) what model of the development of nature we adopt.

Various models of the development of nature can be built, among which two
figure most prominently, namely:

1) a model of the autonomous development of nature, and

2) amodel of its development resulting from controlled man-nature interactions.

Similarly, two types or categories of man-nature relations seem to be espe-
cially significant in determining the approach to nature and its use by man,
namely:

1) spatial separation of nature and man, and

2) spatial integration of nature and man.

This differentiation underlies a model in which four attitudes towards the
natural subsystem (nature) can be distinguished (Tab. 2), namely:

1) conservation of nature as a whole and of its resources (A in Tab. 2),

2) controlling nature development (C in Tab. 2),

3) making human behaviour dependent on natural processes (B in Tab. 2), and

4) conservation of valuable semi-natural features of landscape (D in Tab. 2).

Approaches 1 and 4 need no explanation. Approach 2 denotes a situation in

Table 2. Perception of the development of nature and man.

Development of nature Man-nature relations
spatial separation of nature spatial integration of nature
and man and man
Autonomous conservation of nature and its | making human behaviour de-
resources (A) pendent on natural processes
B)
Result of man-nature inter- controlling nature develop- | conservation of semi-natural
action ment (C) values of landscape (D)

Source: Adapted from Sustainable development. A cultural approach, 1992, Brussels, A report for
the FAST Programme, Theme C, Global Perspective 2010, Task for science and technology, 21.
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Table 3. Attitudes towards the natural environment.

Orientations ] Dominion over Stewardship Participatory | Unity with nature
I nature |
Attitude towards | Often absolute Man connected | Man essentially | Differences be-
nature gap (metaphysi- | with, or even de- | connected with tween man and
cal discontinui- | pendent on, na- | other life-forms | non-human na-
ty) between man | ture, mainly in ecosystem, ture are not
and nature. Rela- | because of its po- | which is perce- | absolute, and
ted to dualistic tential and sig- ived as communi- | sometimes even
and/or rationali- | nificance for ty of vulnerable | perceived as mi- |
stic philoso- socio-economic | and autonomous | nimal or irrele-
phies, or life. May also be | partners. Diffe- | vant
inspired by reli- | inspired by reli- | rences between
gion gion man and other

life-forms not
absolute (though
important) and
form a continuum

Evaluation of Nature has no in- | Nature has more | Life-forms, char- | Nature has intrin-
worth of nature | trinsic value than mere utility | acterised by au- | sic value
| value tonomy and vul-
‘ nerability, have
J intrinsic value |
Ethical-moral at- | Nature only as 1 Respectful and Moral respect Moral respect
titude towards resource to be | responsible treat- | for natural life- | for nature
nature exploited. No | ment of nature is | forms
moral respect for | man’s duty to-
nature wards himself or
God

1 1

Source: Adapted from Achterberg (1986).

3) a participatory orientation, introduced by Achterberg (1986), who is also
the author of this classification; and

4) a ‘unity-with-nature’ orientation, another extreme in the classification,
represented by proponents of ‘deep ecology’.

In the observed reality two approaches seem to predominate: the dominion-
-over-nature approach, especially in towns and urbanised areas, and the steward-
ship approach, which can be identified in the type of physical planning based on
the sustainable development, or eco-development, model. The participatory ap-
proach can also be connected with sustainable development, as has been men-
tioned earlier, but in areas developed less intensively, while unity with nature is
an approach we can talk about in the case of legally-protected areas.

At times when steps are taken to restore proper ecological relations, the
dominion-over-nature approach is out of the question. On the other hand, so is
unity with nature as a generally adopted attitude. Therefore, we are left with the
choice of either the stewardship or the participatory approach.
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Figure 1. Mean daily number of deaths, Warsaw 1994-1995.

In Poland, as in most parts of the world, a general improvement in living
standards (e.g. healthcare) in the 20th century has brought decreasing mortality
and growing life — expectancy. That said, this process proceeds faster in towns
than in rural areas, where the mortality rate is still high. In addition, the mortality
among men is much higher than among women, especially in rural areas and in
the 20-39 age group. Not only the number of deaths but also the structure of
mortality has been changing. Fewer people die from infections, parasitic and
respiratory diseases, but the incidence of cancer and circulatory diseases is still
growing (Tab. 1). Circulatory diseases play a more important role in female
mortality, while cancer and injury are more important in men.

Table 1. Structure to mortality in Poland.

Mortality structure WI (%] 1995 [%]
Deaths by causes 1960 | 1970 | 1980 | 1990 | 1995 | urban | rural | men | wo-
4 1 j areas | areas | men

Circulatory disease 23 34 48 52 50 48 53 46 56
Cancer 12 17 17 19 205 | 22 18 22 19
Injury and poisoning 6 7 | 8 8 7.5 8 8 10 4
Respiratory disease 8 8 | 6 4 3 4 4 4 3
Infectious and

parasitic disease 7 4. iz 0.8 0.6 1 1 1 04

Source: Demographic situation in Poland, 1996, Report of the government commission on popu-

lation policy.

The present paper describes the mortality in Warsaw and its potential depend-

ence on the weather and air pollution. The number of weather-related deaths is
considered to be the number of deaths occurring in excess of that expected for
the given population in the absence of specific weather conditions (McMichael
et al. 1996).
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MATERIALS AND METHODS

The study has been conducted on the basis of deaths records obtained from
the Central Statistical Office. The records refer only to the inhabitants of the city
of Warsaw, and span a period of 2 years (1994, 1995), in which total number of
deaths was 37,633. The average daily number of deaths in total is 51.7, while
from circulatory diseases it is 23.2, and from respiratory diseases 1.7.

The main source of weather information has been synoptic map that helps to
distinguish air masses, air pressure systems and atmospheric fronts over Poland.
Weather in Warsaw has also been described by daily values for global solar
radiation, sunshine duration, rainfall, air temperature (maximum, minimum, from
6 am and 12 am), air humidity, wind velocity and air pressure, as well as for
day-to-day changes therein. The air pollution data, obtained from the Environ-
mental Protection Institute, include mean daily figures for carbon monoxide
(CO), sulphur dioxide (SO,), nitrogen monoxide (NO), nitrogen dioxide (NO,),
ozone (O3) and particulate matter (PM) concentrations in the centre of Warsaw.

Calculation of one of the biometeorological indexes, the thermal human sense, is
based on effective temperature (TE) after Missenard (Kozlowska-Szczgsna et al.
1997). This index compiles the influence of air temperature (f), air humidity (f)
and wind velocity (v) on the human organism. These components together pro-
duce an “apparent temperature”, that is perceived by the human body.

v< 0.2 m/s
TE=1-04-(t-100)-(1-001:-)
v> 0.2 m/s
TE =37.0 - 37.0-¢ -029-7-(1-=0.01-/)

1.0
0.68 00014 f+—
1.76 + 1.40

\‘(l 15

At the same low air temperature an increase in air humidity intensifies the
sense of coolness, in hot air a rise in water vapour pressure causes a negative
sense of sultriness. The high air velocity on cold days enhances the sense of
freeze but on hot days it becomes a real relief for overheated people. Human
sensibility changes during the year. The same value of effective temperature in
different months corresponds to different types of sensation. In the paper the
Polish scale of thermal sensibility created for this index has been used (Baranow-
ska et al. 1986).

The simplest estimation of weather impact on human health is the mean daily
number of deaths under particular weather conditions, as well as the percentage
deviation from the mean. In calculating this impact the following statistical
methods were used: linear regression (Pearson simple and multiple regression
coefficients) and non-linear regression. They consider the impact of one inde-
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pendent variable on the dependent variable (number of deaths) and in the
multiple regression, several weather variables and their combined influence on
mortality rate (R), but also the impact of one chosen variable (the partial coeffi-
cient), after taking into consideration other factors. The significance of multiple
regression coefficients was assessed by F-test, the Pearson linear coefficients by
Student-t test. Several averaging periods were employed in using the moving
mean method in these calculations. In all of them a 1 or 2-day time lag between
an impulse and a response were taken into consideration.

There are many difficulties in drawing proper conclusions from the calcula-
tion e.g. the overlap between seasonal changes in mortality and weather or the
high correlation among climatic variables. For this reason, all conclusions should
be very cautious.

RESULTS

AIR POLLUTION

Daily and monthly fluctuations in air pollution are observed in Warsaw. The
highest concentrations of the main air pollutants: SO,, CO, NOx, PM occur in
winter (the season of highest mortality), with the exception of ozone which
reaches its highest level in the summer (when daily numbers of deaths decrease).
Thus seasonal variation in air pollution in general corresponds with the variation
in mortality.

Table 2. The main characteristics of air pollution in Warsaw in the analysed period 1994-1995.

Concentration Daily norm in -
pollutant unit minimum maximum mean 1995 (norm in
2000)
SOz l/lg-m_3 1.84 144.09 27.85 200 (150)
CO mg m 0.10 3.83 0.92 1 (5)*
NO ug m™ 12.16 90.48 36.52 150 (150)
PM 10 Hg-m 9.80 246.50 54.44 120 (125)
O3 ug m 333 108.50 33.85 39 (11Q)**

* — only for calculations; ** — average from 8 hours (10 am to 6 pm).

In comparison with other Polish cities, Warsaw has a lower level of SO, and
a higher concentration of vehicle-derived pollutants (CO, NOyx and Os) which are
most hazardous for its residents (Tab. 2). There are many weather factors that
influence the increase in air pollution (atmospheric calm, lack of ventilation,
washing out by rainfall) but the most important are thermal inversion layers,
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ground or free atmosphere layers. In 1994—-1995 the highest air pollution values
were measured on the days when a thermal inversion formed over the Warsaw
Basin.

The concentrations of air pollutants in Warsaw, despite exceeding daily
norms, do not yet reach the life-threatening levels. Nevertheless although they do
not normally lead to death (except for the higher-risk group), their constant
presence may stimulate certain symptoms of respiratory and circulatory diseases.
SO, injures the respiratory system and causes a dangerous increase in airway
resistance. The high affinity of CO for haemoglobin (depending on the ambient
CO level) causes a decrease in oxygen-carrying capacity and may lead to cardiac
infarction. Particulate matter damages lung vesicles, badly influences lung func-
tioning and is responsible for lung pathology. Ozone intensifies pulmonary func-
tion response, causing edema and lung injury. Repeated exposure to all of the
above may lead to asthma, bronchitis and allergy.

Combined air pollutants definitely affect the mortality rate, not directly by
poisoning, but by the exacerbation of disease. Air pollution fluctuations ex-
plained 22% of the variance in circulatory-system mortality — 28% in the cold
half-year, 21% in the warm half-year (Tab. 3). This has been confirmed via the
distribution of 15-day moving means of mortality against SO, and ozone concen-
tration (Fig. 2). The curve of the non-linear regression (6-degree polynomial)
rises at higher levels of these gases. Some may argue that the mortality rise
corresponding with the increase in SO, concentration in the air is random. It
could be, because the highest mortality rate and the SO, concentration occur
together in the cold season of the year. Although there is no doubt that the figure
presents the dependence of general mortality on ozone stresses, the negative
impact of this gas reaches the highest concentrations in summer, the season of
low mortality. Also the number of deaths on days with air pollution concentra-
tions exceeding by 50% the average in the warm half-year (> %/, x) is much
greater than in < '/, x days (Tab. 4).

Table 3. The multiple regression coefficient (R) and coefficient of determination (Rz—%)
between daily number of deaths and air pollution.

Death Day-lag Year Cold half-year Warm haif—yeaf 1
’ R % R % R %o

Total 0 0.31 9.5 0.22 4.7 0.41 16.9

+1 | 041 16.5 0.39 15.4 0.48 22.7
Circulato- 0 0.35 12.4 0.42 17.2 0.41 16.6
ry system +1 | 047 | 220 0.53 285 | 046 | 213
Respirato- 0 0.15 22 0.15 22 0.26 6.6
ry system +1 0.20 4.1 0.23 5.1 0.14 2.1
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Figure 2. Distribution of 15-day means for deaths against sulphur dioxide and ozone
concentrations, Warsaw 1994-1995.

In 1994-1995 the biggest increase in mortality coincided with the highest
ozone concentration (Tab. 5). Its increase of 74% reflects a 49% increase in
circulatory diseases and a 40% increase in the total number of deaths. The rise in
particulate matter concentrations to 140% of the typical level for August coin-
cided with a 30% excess of deaths from circulatory — system diseases.

Table 4. Mean mortality on days with air pollution differing by 50% plus or minus
from the seasonal average.

Months VI-VIII Total Circulatory system
>3/2x <'nx >3/2x <'nx

CO2 59.5 43.0 26.4 15.0
SO, 55.6 46.9 252 18.7
NO 52.8 47.5 235 20.5
O3 66.6 48.9 29.7 19.9
PM 10 60.9 484 275 20.8
mean 50.0 21.8
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Table 5. The number of deaths and percentage deviations (A) from monthly mean
during episodes of high pollution levels.

Pollution Mortality
substan- period unit of | mean A % total circulatory system
<G [eastic [ ACoNy number | A% | number| A %
centr.
SO, 16-20.12.1995 ;Lg-m"3 9495 | +92 60.8 +15 26.0 +10
CO 24-27.10.1995 mg-m- 226 | +54 47.8 -7 15.0 -32

03 30.07-07.08.1995 | pgm™ | 8695 | +74 | 720 | +40 | 333 | +49
PM 11-12.08.1994 | pgm | 10920 | +144 | 590 | +14 | 29.0 | +30

WEATHER - SYNOPTIC SITUATION

In the search for mortality factors it is not only the analysis of meteorological
parameters that is of great importance, but also qualification of the synoptic
situation in which the excess mortality could occur. The synoptic situation (air
masses in particular) can be expected to predict the total effects of weather on the
human organism better than the components treated separately.

The most frequent air mass over Poland in 1994-1995 was the maritime polar
fresh air (PPm) — on 33% of days and the maritime polar old air (PPms) — 26%.
It should be pointed out that in the 90s inflows of hot subtropical (PZ — 6.5%) as
well as fresh arctic (PA — 11%) air masses were more frequent than in previous
times (in the years 19461956 — 2 and 3.7% respectively). Continental air (fre-
quent in the 1950s and 1960s at about 30%, at a time when maritime polar air
was rare), now appears over Poland quite seldom — 8% of the time (Tomaszew-
ska 1964; Marsz and Styszyriska 1999).

During this 2-year period 328 atmospheric fronts moved over Warsaw and
275 frontal days have been recorded. 49% of the fronts were cold, 32% warm,
and most of them (60%) were weak. Weather front classification takes the fol-
lowing form (Baranowska and Wojtach 1985):

for three hours in a day front velocity
air temperature <1>°C <5>°C warm fronts < 25 > km/h
air pressure <1>hPa <5>hPa | cold fronts <45 >km/h
water vapour pressure <0.5>hPa <3>hPa

In line with this classification, changes in the three meteorological parameters
caused by the passing front and front speed were investigated. Values below the
threshold classify an atmospheric front as weak, values equal to or above the
threshold classify it as strong. A day on which two or more atmospheric fronts
occurred is called a multifront day: strong where there was one strong front at least.

Low-pressure systems influenced the weather in Poland for 47% of days,
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high-level systems for 43% and transitional systems for 10%. That said, of the
11 types of air pressure system, the most frequent was the anticyclonic one
(high).

Generally, cyclonic weather (a trough of low pressure or weak-gradient low
pressure system) leaves mortality higher than anticyclonic. In the analysed peri-
od, from within the group of 11 types of pressure system, the most hazardous was
the weak-gradient low in which the highest daily number of deaths (87) occurred.
In this type of pressure system a 7% mean increase in total mortality and a 13%
increase ‘in circulatory-system diseases (with a one-day lag) were noted.

These findings have been confirmed by investigation of air pressure values.
It appeared that, on 27 January 1995, when the absolute minimum air pressure
~ 972.1 hPa — was noted, the number of circulatory-system deaths exceeded the
average by 40% and all deaths by 11%. Equally, when the absolute maximum of
air pressure — 1030.4 — was noted on 14.02.94, the elevation in circulatory-origin
mortality was of 9% and in total mortality of 16%. This indicates the great role
of extremely low air pressure in elevating mortality. In the present research no
significant association has been found between mortality and day-to-day air
pressure changes — despite several previously published postulations that there
might be such a relationship. These big day-to-day changes play an important
role in morbidity or car accidents, but in mortality the long duration of extreme
high or low air pressure values seems to be more important.

Big, acute, synchronous changes in meteorological parameters on strong
weather fronts burden the organism, leading to blood-pressure changes and an
increase in the incidence of diseases of cardiovascular origin. In contrast, days of
weak atmospheric fronts usually result in a drop in mortality.

Generally, there is a negative correlation between the daily number of deaths
and cold-front frequencies, and a positive one between mortality and warm
fronts. Behind a warm front, air pollution and water vapour pressure increase, in
the warm sector of a cyclone. The amount of oxygen in the air being reduced,
such that breathing intensifies, along with lung ventilation and pulse rate, while
blood pressure drops and the heart is very burdened. Such circumstances can be
the direct cause of death, from both respiratory and circulatory-system diseases.

Table 6. Mortality on days with selected types of front (percentage deviations from the mean).

Deaths Day-lag Days with atmospheric front
cold strong warm strong multifront
strong
Total 0 +6 0 +2
+1 -4 +5 +3
Circulatory diseases 0 +4 +1 +4

+1 =5 +5 +4
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The dangerous influence of a strong, cold front on the human body seems
obvious — a narrowing of blood vessels occurs to protect the organism against
overcooling, while there is a tendency for blood to clot at low temperature.
Moreover, the cooling effect is enhanced by high air humidity, wind velocity and
body exposure. The effect of warm fronts has been observed with a delay (on the
day after and kept up on following days) and is connected with the weather in
the cyclonic warm sector mentioned above (Tab. 6). Also, capable of causing
stress is a multifront day with at least one strong atmospheric front. That said, the
associations found here between mortality and weather fronts are not as strong as
those reported in some previous papers.

The research reveals that, among synoptic factors, it is air masses that exert
a particular impact on mortality in Poland. Formed over the Atlantic Ocean or
Asian continent, they undergo partial transformations before they reach the Pol-
ish territory. During stagnation over Poland they take on features characteristic
of our climate. Maritime polar fresh air (non-transformed) (PPm) is the most
frequent air mass over Poland in the cold half-year; maritime polar old (PPms)
— in the warm half-year. More frequent in summer are polar continental air (PPk)
and subtropical air (PZ). Air masses are more stable than air pressure systems.
The longest duration of one type of air mass was 12 days with arctic old air (PAs)
and 10 days with subtropical air. Generally, the warmest and most polluted is
subtropical air, while the coolest is arctic old air.

Table 7. Correlation coefficients between 10-day mean numbers of deaths
and numbers of selected air masses.

Air mass (n = 72) Day-lag All deaths | Circulatory ‘ Respiratory

system system

Maritime polar old air (PPms) 0 -0.284 -0.154 -0.285
+1 -0.271 -0.109 -0.289

+2 -0.254 -0.118 -0.280

Arctic old air (PAs) 0 0.141 0.098 0.049
+1 0.146 0.101 0.051

+2 0.110 0.107 0.071

Subtropical air (PZ) 0 0.190 0.128 0.107
+1 0.169 0.130 0.136

+2 0.114 0.082 0.193

Mortality, especially from respiratory diseases, was shown to decrease with
a rise in maritime polar old air advection (negative correlation) and to increase
with the subtropical and arctic old ones (Tab. 7). The subtropical air (which
remained in Poland for 48 days, from spring to autumn) gave a rise in the daily
number of deaths (total by 6%, from circulatory diseases by 7% and from respir-
atory diseases even by 29%).

A particular increase in mortality was noted after the spring inflow of sub-
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Figure 3. Mean daily number of deaths in particular air masses, Warsaw 1994-1995.

Types of air mass: PPm - polar maritime fresh, PPms — polar maritime old, PA - arctic,
PAs - arctic old, PPk - polar continental, PZ - subtropical.

tropical, dry and hot air (Fig. 3). People acclimated to winter conditions could not
cope with the acute heat, with the result that a high mortality peak ensued.

HEAT WAVES

The analysed 2-year period included an extremely hot summer (1994), with
the highest maximum temperature of 36.4°C being the extreme value over the 30
years 19661995 in Warsaw. The mean maximum temperature for 1994-1995
was only slightly higher (0.5 deg) than the 30-year climatic mean, although the
mean minimum air temperature of 2.4 deg exceeds the average. The last decade
of the 20th century was very hot, especially in 1992 and 1994 (Cebulak 1999).
The analysed period includes the longest series of hot days, as described below.

Subtropical air creates heat waves that have not been precisely defined in
Polish papers. For the purpose of the present research they have been defined as
a sequence of days with the maximum air temperature exceeding 30°C. The
prolonged heat wave which occurred in the spring was particularly dangerous
because of the lack of acclimatisation to hot weather. Thus, the highest daily
number of all deaths (87) was not recorded in spring, but in summer, on the
fourth day of the presence of subtropical air, two days after the highest air
temperature during the analysed period. Next day, in spite of the inflow of
continental air, mortality was still much elevated, the number of deaths was 84,
but the figure dropped successively in the following days. Also the number of
deaths of cardiovascular origin was 84% over the summer average (Tab. 8).

On a single hot day total mortality (as well as that due to cardiovascular
diseases) rises by 6—13% above the average. However, in a heat wave this imme-
diate rise varies from 26% to 31% over the average. A hot environment burdens
an organism significantly, causes acute diseases and intensifies chronic ones.
Blood-vessel widening intensifies skin blood flow, skin temperature and sweat-
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Table 8. Mortality during the last part of the longest (14-day) heat wave in the summer 1994.

Date Air tempera- Air mass All deaths | Circulatory | Respiratory
. tre’C | diseases diseases
30.07 344 subtropical 77 38 1
31.07 34.8 subtropical 77 33 2
01.08 364 subtropical 87 40 4 |
02.08 322 polar continental 84 42 4
| 03.08 30.2 polar maritime 74 33 1
! summer — mean daily number of deaths 50.0 21.8 1.5

ing. The enhanced blood circulation causes an increase in blood volume and
weakness. In the heat wave the drop in haemoglobin levels also leads to intensi-
fied lung ventilation. The large amount of direct solar radiation absorbed by an
organism can also generate the rise in blood pressure. All these physiological
reactions are responsible for excess mortality.

Mortality increase occurs not only in extremely hot weather, but in cold
weather too, though the escalation is not as spectacular and dangerous as in the
heat waves. On cold days, the number of deaths rises to 3-8% above the average,
and with a prolonged freeze even up to 22% in the case of respiratory diseases.

The large, acute rises in air temperature seem to play a more important role
in elevated mortality level than falls in air temperature (Tab. 9). In the light of
the present research it seems that mortality is more associated with wave of heat
or cold than with air temperature changes. This contrasts with the previously
reported high association between the extreme day-to-day changes in meteoro-
logical parameters and morbidity.

The distribution of 15-day moving means for mortality as against air tempera-
ture (Fig. 4) denotes rising mortality at extreme high, as well as extreme low, air
temperatures. The increase in mortality in high outdoor temperatures is acute and
steep, while at low temperatures moderate growth is noted. The shape of mor-
tality structure against water vapour pressure is very similar to the previous, an
excess of mortality is noted on both very dry and very moist, sultry days.

air temperature from 6 GMT R =04199 water vapour pressure R = 0.2268

Figure 4. Distribution of 15-day means for deaths against air temperature and water vapour
pressure, Warsaw 1994-1995.
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Table 9. Extreme air temperature, its day-to-day changes and the number of deaths in Warsaw.

Number of deaths and Air temperature Day-to-day air temperature chan-
deviation from mean ges

t max = 36.4°C |t min = -17.3°C | drop of 10.1°deg | rise of 14.2°deg
Date 01.08.1994 12.02.1994 03.06.1995 23.12.1995
Deaths day-lag number| % number| % | number % number %
Total 0 87 +68 51 -12 43 -5 56 +2
+1 84 +62 67 +16 49 +8 65 +19
Circulatory 0 40 +72 21 -24 19 -3 29 +15
diseases +1 42 +81 30 +9 20 +2 32 +27

Table 10. Multiple regression between 5-day mean numbers of deaths and mean values
for meteorological parameters.

Death Day- Correlation features tmax | ¢ min K p v f
-lag n =145
0 R7 4744| beta 1.560 -2.085 -.671| -.125 -278| -323
R* 2250| r .149| -189 -235 -.115 -268 -.090
p (F) | <.0000 p (9 .081 027, .005, .180 .00l 294
+1 R7 4753 | beta 1.576 -1.786 -476| -.121 -299 -.155
R* 2259 r JAS1) —1620 -169 —.111 -286 -.043
p(F) | <0000 p () 078 057 .047 .196 .001 .614
Cardiovascular 0 R .3876/| beta 662 -410 -232 -256 -202 -4l6
diseases R? 1502 r 061, -036 -.079 -220 -190 -.111
p(F) <0039 p (1) 478 674 354 010 026, .196
+1 R7 4212| beta 1.232) -336 -.098| -228 -.220| -.142
R- 1774 | r 15 -030 -.034 -200 -209 -.038
p(F) | <0007 p(® 180/ .726, 688 .019 .014  .654
+2 R 4180| beta 1.610, -200 -.059| -.180 -.225| .079
R? 1747 | r .149, -018 -.020 -.159 -213| .021
p(F) | <.0008 p(» .081 .836/  .811 062 .012) .804
Respiratory di- 0 R .3876 | beta 1.387 -2.764 -817, .077 -013| -216
R? 1502 r 127 =236 -271 068 -013 -.058
p(F) | <0039 p () 138 .005  .001 431 883 502
+1 R .3826 | beta 1.152| -2.406 -713) .040 -.043| -.362
R’ 1464 r 1060 =207 -238 035 -.040 -.096
p(F) | <0049 p (0 218/ 015 .005 .682  .637  .262

.080
.020
811
-.087
-.022
.794

.303
.075
.385
-.020
-.005
.954
-.244
-061
477

-.085
-.021
.808
.265
065
449

t - air temperature, p — atmospheric pressure, f — air humidity, K — global solar radiation, v — wind
velocity, e — water vapour pressure; R — multiple regression coefficient, R? - determination coeffi-
cient, p(F) - level of statistical significance assessed by F-test, beta-regression coefficient of
standardised variables, r — partial correlation coefficient, p(f) — level of statistical significance
assessed by t-test.

Multiple regression results have shown that several of the meteorological
parameters included in calculations explain 15% of mortality from respiratory
disease, as well as 22% of total mortality changes annually (Tab. 10). Having
taken into account the high correlation between the variables, the great impact of
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air temperature (especially maximum temperature) on the human organism has
been confirmed (beta). This calculation brings together all methods used in the
paper to show that mortality increases with a drop in the global amount of solar
radiation, air pressure or wind speed (negative r).

When several stressful factors occur together their negative effects cumulate
(as in the case of very hot and sultry days, or extremely cold and dry ones with
high air pressure). However in Poland such conditions occur only occasionally
and do not threaten human health seriously.

THERMAL HUMAN SENSE

The values of effective temperature (defined in ‘“Materials and Methods™)
indicate the highest association with daily numbers of deaths. In thermally-neu-
tral, comfortable conditions, organisms can easily sustain their balance. Any
disturbances in thermoregulation result in either a surplus or shortage of heat in
an organism.

As the association between thermal conditions and the mortality rate has been
demonstrated, the high correlation between effective temperature and numbers of
deaths is not surprising. There is an apparent increase in mortality on “extreme
hot” and “extreme cold” days. Table 11 shows the difference where in the

Table 11. Correlation coefficients between mean numbers of deaths and the number of the ther-
mal sense; percentage deviation from yearly mean mortality in different thermal-sense types.

Correlation coefficients

Deaths ‘ mean extre- hot | warm |comfort| cool cold | extre-
| me hot me
——— v: S— ——— COld
Total 10-day 029 | -0.22 | -0.21 | -0.01 0.14 | 0.13 | 0.19
Circulatory running mean 0.20 | -0.19 | -0.10 | 0.07 | 0.02 | 0.05 0.14
Respiratory in=719 -0.10 | -0.11 | -0.14 | 0.08 0.15 | 0.24 | 0.06
Total | 10-day mean -0.13 | -0.16 | =025 | 0.01 0.07 | 0.16 | 0.30
Circulatory n=72 -0.09 | -0.14 | -0.13 | 0.11 | -0.05 | 0.05 | 0.29
Respiratory -0.15 | -0.07 | -0.20 | 0.07 | 0.14 | 033 | 0.09 |
- Percentage deviation frci)mryfcar mean [%] : 2T S
Deaths day-lag | extre- hot | warm |comfort| cool | cold and extre-
| G R TI me hot o ‘ ‘ me cold |
Total 0 +13 | -2 0] o0 0 | -3
+1 +13 | 4 L A 12 S | AL -1 =
Circulatory 0 +11 | =2 S ol [ LE -5
system +1 +17 ; -6 -1 +2 | -2 0
Respiratory 0 -10 +5 —4 -1 +1 +22
system +1 +1 +3 -7 -4 +4 +33
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by the works of Polish researchers in this field. For A. Zagozdzon (1988), these
would be the parts of geographical space characterised by the occurrence of
negative social and economic phenomena that induce defined internal anomalies.
In turn, S. Ciok (1994, p. 11) understands by the term an area “requiring special
measures in the spheres of planning and regional policy if the problems existing
within them are to be solved”. For R. Domariski (1987), however, a problem area
would be characterised by the occurrence of problems that are particularly vexing
and hard to solve.

A similar diversity is present when it comes to the criteria used in delimiting
problem areas. One applied in Great Britain is a high figure for unemployment,
while in the USA, E. M. Hoover (1971) identified problem areas with those in
which there was dynamic deforestation, depopulation, or the exhaustion of mine-
ral resources. In turn, EU Member States distinguish between areas that are
lagging behind (with a low GDP per inhabitant), those with declining industry
(where unemployment is high and employment in industry is declining) and
backward agricultural areas (with excessive employment in agriculture).

Problem areas appear in many typologies of regions. All the concepts seek to
identify regions with impaired opportunities for development. They may be
sought in the core and periphery theory. J. Friedmann (Friedmann and Alonso
1964) identified four types of region, of which one was the “depressed region”
exhibiting economic decline and an outflow of population. In turn, L. Davin
(1968) used the theory of poles of growth as a basis upon which to divide
problem regions into the backward, the weakly-developed and the declining.
L. Klaassen (1965) also distinguished the distressed areas, of which J. Friedmann
and C. Weaver (1979, p. 142) writes: “no one quite knows what to do with them’”.

THE STUDY OF AGRICULTURAL PROBLEM AREAS

Agricultural problem areas are a basic type of problem area. I. Bowler (1992)
termed them marginal peripheral regions, in which the natural environment limits
the scope for the economic development of agriculture. K. Bis (1990) proceeded
on the basis of a similar assumption, stating that agricultural production in par-
ticular regions is dependent on natural conditions that automatically bring about
an underdevelopment of the whole agricultural infrastructure and culture. Such
an approach to problem areas in agriculture that more or less confines its con-
siderations to elements of the natural environment and omits historical and cul-
tural conditioning is unacceptable.

Analysis of the subject literature points to a great diversity of criteria em-
ployed in the identification of agricultural problem areas (Tab. 1). Concepts for
the distinguishing of these areas are presented, i. a. in a communique from the
European Commission in Brussels entitled “The Future of Rural Society” (Cloke,
Goodwin 1992). Three types of area are to be found here: areas under pressure
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Table 1. Criteria in the identification of agricultural problem areas in selected countries

(examples).
~ Country [ Criteria
Austria altitude a. s. 1., location in a near-border zone
Finland distance from markets, natural conditions
Spain low level of income in agriculture
The Netherlands out-migration of the population and loss of the agricultural function
Sweden length of the growing season
Great Britain | a high level of rural unemployment

Source: devised after J. Heller (1989), E. Skawiriska (1993), F. Thissen (1992).

from the modern style of'life, where intensive agriculture is in competition with
other economic functions, areas of declining agriculture with weak develop-
ment in this sphere and a lack of alternative opportunities for employment, and
peripheral areas with unfavourable natural and socioeconomic conditions and
a high level of depopulation.

In Poland, the subject of agricultural problem areas is dealt with by only
a small group of researchers. These are first and foremost geographers and agri-
cultural economists (Bariski 1999; Kulikowski 1995; Skawiriska 1993).

THE AUTHOR’S CONCEPT OF AGRICULTURAL PROBLEM AREAS

In the author’s opinion, an agricultural problem area is characterized by an
accumulation of negative socioeconomic and/or natural phenomena which ensure
its backwardness in relation to agricultural areas with features average for the
country as a whole, as well as weakening the agricultural function. The following
division of agricultural problem areas into 4 types may be proposed:

1) areas backward in their development, featuring a relatively low level of
agricultural advancement,

2) areas of productive reserves, with inadequate use made of the natural
and (or) socioeconomic productive potential,

3) areas of unfavourable natural conditions in which the quality of the
natural environment hinders engagement in agricultural activity,

4) conflict areas with excessive development of non-agricultural functions
and hence limitations on the proper serving of the agricultural function.

The spatial identification of these four kinds of area is achieved by applying
a variety of methods. Areas backward in their development or with productive
reserves can be identified using statistical methods, while those of unfavourable
natural conditions or conflict require deductive reasoning, as well as study of the
relevant literature and cartographic or statistical materials.
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on technical means of production, the low level of professional qualifications of
farmers, and the ageing of the population engaged in agriculture.

Much greater difficulties are posed by the recognition of areas of productive
reserves from the point of view of socio-economic conditions. Applying a similar
delimitation procedure, and using a coefficient of the level of development of
agriculture, it was possible to identify three areas of productive reserves: 1) the
Kaszuby—Krajenski region, 2) Mazury and Kurpie, 3) Podlasie.

The identified areas are characterised by an agricultural development that
would theoretically allow for the obtainment of better productive results. They
are limited by relatively poor conditions as regards the natural environment.

AREAS OF UNFAVOURABLE NATURAL CONDITIONS

AREAS WITH A LOW-QUALITY NATURAL ENVIRONMENT

These areas will be characterised by natural conditions that hinder agriculture,
including first and foremost by limiting possibilities for certain plants to be
grown. The identification of such areas may be achieved using various methods
which assess the natural environment for the needs of agriculture.

The coefficient of the quality of productive agricultural space — gpas -
emerged as the most suitable indicator for designating areas of unfavourable
natural conditions. A value of the gpas coefficient of less than SO points (cf. the
national average of 67) attests to severe limitations on possibilities for crop
growing. Seven problem areas were identified on this basis (Fig. 3).

AREAS WITH A DEGRADED NATURAL ENVIRONMENT

Agricultural areas of this kind have experienced unfavourable changes in
agroecological conditions under the influence of human activity. These condi-
tions hinder, or in extreme conditions prevent, the production of food. Among the
negative changes ongoing in the natural environment under the influence of
human activity, those of significance for productive agricultural space are defore-
station, the contamination of soils and waters by various chemical compounds
and changes in water relations.

Agricultural areas with degraded environments include those with contami-
nated land, on which food produced may contain harmful chemical substances at
levels which do not comply with standards, and others with natural attributes of
a quality radically lowered by human activity. Agricultural activity should be
curtailed or sometimes even forbidden in areas characterised by severe contami-
nation of soil. Unfortunately, neither farmers nor local communities are aware of
the threats posed by crop-growing and livestock breeding in these areas. Overall,
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pursued after World War Two. Historical factors are reflected most fully in the
north-east and north-west. The east of Poland has, in succession, been part of Old
Russia, Lithuania, Poland, Prussia and Russia once again, and has been subject
to a range of political, cultural and economic influences. The long period under
the control of Russia, itself economically-backward, was reflected in the neglect
shown for this area, especially in agriculture. In addition, the peripheral location
did not favour development, but rather gave rise to economic backwardness.

The technical and organisational factors include neglect in the development
of technical infrastructure (sewerage, mains gas, running water and electricity
supply), limited accessibility (a low-density, poor-quality road system, a low
level of communications services and large distances to services and markets),
a low level of mechanisation and land melioration and a fragmented agrarian
structure of farms.

Production-related factors result from all the aforementioned conditions. They
include high costs of agricultural production, limited efficiency of work and
output and a low level of commercial viability.

PROSPECTS FOR AGRICULTURE IN PROBLEM AREAS

The 1990s have seen an intensification of the processes underpinning the
spatial differentiation of rural areas. Agriculture has undergone a particularly
marked polarisation. Far from being evened out, the differences between highly-
and poorly-developed areas are increasing. The greatest destructive influence in
agriculture is to be seen in the problem areas, which require particular attention
from local and central authorities at all levels. In a period of restructuring and
adjustment prior to EU membership, problem areas are vulnerable to a host of
social ills and will require the most assistance. This should at first entail predic-
tive analysis and the drawing-up of development strategies, albeit with each of
the areas identified requiring different solutions.

It would seem that agriculture has no chance of development in areas that are
backward in their development and of low-quality productive agriculture space.
It is thus bound to fail. In such a circumstance there is a justification for promot-
ing other economic functions, including in particular forestry, tourism and recre-
ation. The multifunctional development of agricultural problem areas may have
the long-term effect of curtailing negative processes in agriculture and ensuring
a better standard of living for those whose upkeep derives from it. However, it
needs to be added that the development of non-agricultural functions in agricul-
tural problem areas of northern Poland is hindered by the scattered rural settle-
ment pattern and the low density of urban centres.

Areas of productive reserves require completely different approaches. These
are the potential “food baskets” of Poland, where the agricultural function should
be the leading one, protected by appropriate legal regulations. After a difficult
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Table 2. Types of agricultural problem areas.

Types

S

Characteristic

1) backward areas:
a) pathological

b) critical

c) threshold

2) areas of productive reser-
ves:

a) natural

b) socioeconomic

3) conflict areas

4) areas of unfavourable natu-
ral conditions:

a) areas with a low-quality
natural environment

b) areas with a degraded natu-
ral environment

lowest level of development
of agriculture:

a) no chance of development
b) low chance of development
c) able to develop

a) agriculture makes inadequ-
ate use of the natural producti-
ve potential

b) agriculture makes inadequ-
ate use of the socioeconomic
productive potential

excessive development of
non-agricultural functions im-
pacting negatively upon possi-
bilities for the agricultural
function

a) natural conditions that hin-
der agriculture

b) unfavourable changes in
agroecological conditions un-
der the influence of human ac-
tivity

Identification

Diagnostic features:

a) minimal value of measures
(code with 5 or 6 elements as-
signed 1 point)

b) in general minimal value
of measures (4 or 3 elements
assigned 1 point)

¢) low and minimal value of
measures (other codes)

a) value of overall produc-
tion per ha of agricultural
land, converted into 1 point
of index of quality of produc-
tive agricultural space.

b) yields of the four cereals
converted into 1 point of in-
dex of the level of develop-
ment of agriculture (with out
measures — yield of main
crops)

field investigation and study
of literature

a) lowest index of the quality
of productive agricultural spa-
ce

b) various coefficients of pol-
lution, deforestation and ot-
hers

technical infrastructure. It is also necessary to add to this relatively less-favour-
able natural conditions that hinder the cultivation of some crops.

3. The area of the Sudetic Mountains and part of the Silesian Lowland, in
which various kinds of agricultural problem concentrate. These range from back-
wardness in development to limited use of the natural environment in crop

production.

4. Small areas in Pomerania on which the fall of the State Farms led to an
extensification of land use and crop structure, as well as an abrupt increase in
unemployment. The economic collapse in these areas manifests itself inter alia
in the limited use made of socioeconomic production reserves.

5. The Swietokrzyskie area taking in the zone between the Vistula and Pilica
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-

Figure 4. Agricultural problem areas in Poland.

1 — agricultural areas characterized by degradation of natural environment, 2 — backward agricultural
areas, 3 — areas of natural productive reserves, 4 — areas of economic productive reserves, 5 — areas of
low quality of the natural environment.

rivers. The research done shows this to be the largest and most complex agricul-
tural problem area. Much of it is backward in terms of development and has
productive reserves, while the Swigtokrzyskie Mountains themselves may be
regarded as an area of low-quality productive agricultural space.

6. Upper Silesia and the zones around the large industrial plants and ag-
glomerations characterised by degradation of the natural environment in which
agriculture takes place. The food produced there does not always meet standards
for its purity.

Problem areas are units of geographical space which have developed over
decades through an interweaving of diverse factors. Some of these are primary
(historical and natural conditioning), others secondary (technical and organisa-
tional, socio-cultural and production-related). Each of the problem areas recog-
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Table 1. Functions of European forests (after UN-ECE/FAO 1986).

Production wood: tree trunks, sawn wood, building timber, fuel, pitwood,
cellulose

further products: | food (berries, honey, herbs, mushrooms, sweet chest-
nuts, meat...), medicinal herbs, grazed woodland, litter
production, tanning agents, tar production, potash, re-
sin, cork, Christmas trees, lichens, moss and other deco-
rative material

“Services” environmental erosion control, Water reservoir and -filter, windscreen,
protection: noise abatement, air filter, avalanche protection, preser-
vation of biodiversity

social function: | recreation (strolls etc., hunting, berry-picking), landsca-
pe element, cultural asset

Table 2. Wooded area in selected EU countries (after: Wirtschaftskommission der Vereinten Na-
tionen fiir Europa/Europdische Kommission 1999; and Anuario 1994).

Countries Total area [in 1000 ha] Woodland/ total area [%]
Germany 35,562 30
Spain 50,471 25
Galicia 2,900 62
Netherlands 3,482 8
Finland 30,460 68

As demonstrated in Table 2, Galicia is a disproportionally wooded region for
Spain and Europe, and this reflects its climatic and pedological conditions and its
historical background. The rest of Spain is only sparsely covered with trees.
Traditionally, Galicia’s silviculture is closely connected to a specific topographic
feature of the “montes”. Basically, all areas of spontaneous and cultivated vege-
tation not in agricultural use are embraced by this term. Due to the originally-
-strong relationship between relief and landcover the term “montes” is widely
used as a synonym for forested areas. As a result of intensive degradation prob-
lems less than 50% of the montes are at present still covered with trees. The
region of Galicia is amongst those within Spain with many forest fires leading to
the creation of extensive degraded sites. Thus investments are inhibited and
afforestation costs rise (Fernandez Leiceaga 1990; European Commission 1996).
With the aid of the available statistical data relationships between forestry policy
under special recognition of EU funds and structural features on the one hand and
forest fires on the other can be established for this region.

AREA UNDER INVESTIGATION

Covering about 29,000 km’ and with an almost square shape, Galicia is
located north of Portugal between the Atlantic Ocean in the West and the Bay of
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Biscay in the North. It comprises the four provinces of La Coruiia, Lugo, Ourense
and Pontevedra. The region belongs to the more autonomous parts of the country
with legislative rights (“comunidades autonomas”, C. A.) (Garcia Alvarez-Coque
& Mohlendick 1992; Romero Garcia 1992).
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Map 1. Galicia’s Location in Spain.

Generally speaking Galicia can be characterized by its structural richness
concerning different landscapes based on immense relief energy, numerous ri-
vers, many remote and dispersed villages and the widespread practice of tradi-
tional cultivation techniques on small allotments (Lois Gonzalez & Santos Solla
1993). There is a lack of urban centres to render the development and improve-
ment of infrastructural features. Moreover, the rural exodus continues and low
fertility rates help to intensify the depopulation process (Comisién Europea
1994). High development potentials are supposed to be found in the forestry
sector with above-average yields of timber per hectare and large areal reserves
(Ravifia Ruvira 1985; Pérez Moreira 1991).

Despite the deeply-carved coastal inlets (Rias) and the river valleys, the mean
elevation of the coastal plain lies at about 200 m above sea level (a.s.l.). The
interior lies on a niveau of nearly 600 m a.s.l., hence it can be classified as
a highland area with its eastern parts peaking at nearly 2000 m a.s.l. The slopes
of about 50% of the area are steeply declined from 20 to 35%. A siliceous
bedrock material, high precipitation rates of 1500 to 2000 mm/a in the north-west
and about 1000 mm/a in the south-east combine with the anthropogenic soil
degradation mentioned above to result in generally poor soils. The average tem-
perature ranges between 12 and 14° C (Pérez Alberti 1982).

Natural woodlands occur specifically in the eastern parts of Galicia. The
potential vegetation includes oak communities of Quercus ilex, Q. suber,
Q. robur and Q. petraea with mainly scrubby growth. A few beech woods are
found in the boundary region of Asturias and Castilia. The Romans were prob-
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ably responsible for the introduction of chestnut trees (Castanea sativa) to the
country. Stands with Betula alba at an elevation of 400 to S00 m compensate for
other plant communities and build the climax vegetion to the east of Lugo. The
main economically-exploited stands are those with pines (Pinus pinaster, P. radi-
ata, P. silvestris) and eucalyptus trees (Eucalyptus globulus). The not half-hardy
eucalyptus species originates from the Australian mainland and dominates along
the coast at elevations lower than 500 m asl (Rigueiro Rodriguez 1997; Perez
Alberti 1982). Its growth period is considerably shorter than that of the autoch-
thonous species, as is shown in Table 3.

Table 3. Growth period of Galician timber (after: Fernandez Leiceaga 1990).

Species Growth period }
Eucalyptus 12
Conifers 30
Deciduous trees 60

GALICIAN FORESTRY AND THE EU

The Galician administration can be subdivided into different counsels (“Con-
selleria”), all of which can be differentiated into a couple of general departments
(“Direccion Xeral”). The “Conselleria de Agricultura Ganderia e Montes” is the
head of the department “Direccién Xeral de Montes e Medio Ambiente Natural”,
which is responsible for the woodlands. The latter can be subdivided into three
sub-divisions for forestry and natural environments, forest fire combat as well as
hunting and river fishery. The responsibility for the reform of private property,
for companies in the timber processing industry and research and education
belongs to other departments. Galicia’s forestry is promoted by its natural condi-
tions and large areal reserves for afforestation. A minor decline in the total forest
area of about 22,000 ha can be stated statistically between 1986 and 1995 (An-
uario). This development -is partly due to infrastructural improvements of the
montes.

Within the European forest industry, Galicia is a major supplier of raw ma-
terial with a low value for the paper industry. Conflicts with environmental
protectionists, recreation requirements as well as continued improvements in
rural infrastructure are therefore inevitable.

The recent development of timber is shown in Table 4. The growth of the
gross production value of the agricultural sector including forestry has declined
since 1989 (Lépez Iglesias 1996). To but a small degree might this be attributed
to the shrinking forest area. Rather more important factors concerning proceeds
include a lack of care for the sites with ageing stands, short-term profit interests,
forest fires and political preconditions to addressing structural problems of
the EU.



Table 4.

Species

P. silvestris

P. pinaster

P. radiata
Others conifers

X conifers

Betula spec.
Chestnut

Q. robur
Eucalyptus

Other deciduous trees
X deciduous trees
X timber

Development of the annual timber yield 1991-1998 in m including bark (after: Conselleria de medio ambiente, 2000).

1991 1992 1993 1994 1995 1996 1997 1998 A91-98 [%]
74,640 51,353 35,430 60,386 98,577 104,627 100,669 26,625 —64.3
3,038,945 | 2,760,565 | 2,554,389 1,949,799 | 2,443,887 | 2,581,017 | 2,729,105 | 2,278,671 -25.0
498,947 393,346 377,284 508,769 575,366 607,654 786,350 645,278 29.3
5,088 4,560 29 61 342 359 207 85 -98.3
3,617,620 | 3,209,824 | 2,967,132 | 2,519,015 | 3,118,172 | 3,293,657 | 3,616,331 2,950,659 -18.4
12,475 11,633 8,593 10,843 16,954 20,382 24,352 22,280 78.8
19,675 17,788 15,765 15,143 15,646 18,808 12,220 10,116 —48.6
70,158 25,802 29,825 69,525 63,802 76,702 70,786 69,563 -0.9
2,029,100 | 1,808,223 | 2,081,664 1,707,175 | 2,343,384 | 2,393,384 | 2,730,002 | 2,764,858 36.3
58,493 101,499 89,215 34,544 27,164 32,751 26,581 20,812 -64.4
2,189,901 1,964,945 | 2,225,062 1,837,230 | 2,466,950 | 2,542,027 | 2,863,941 2,887,629 31.9

5,807,521 5,174,796 | 5,192,194 | 4,356,245 | 5,585,122 | 5,835,684 | 6,480,272 | 5,838,288 0.5
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REFORESTATION AND TREE SPECIES

The afforestation program in Galicia is based on EU Directives 2080/92 and
1610/89. It includes the afforestation of fallow land in order to restructure rural
agriculture and the development and improvement of remaining forests (Feran-
dez Espinar 1994). A concentration on eucalyptus trees can generally be noticed,
although these species claim only limited funds in accordance with Directive
2080/92. Highly subsidized deciduous trees can almost be neglected considering
the reforested area, as can be seen in Table 5 (Xunta de Galicia 1997).

Table 5. Timber species used in reforestation from 1993 to1997 (after: Xunta de Galicia 1997).

Timber species [ha]
Conifers 29,938
Eucalyptus 10,325
Deciduous trees 5,008
Total 45,272

The assigned EU subsidies can easily be converted by national or regional
laws. Hence, funds for afforestation costs are almost as high for eucalyptus as for
coniferous trees. In 1996 Galicia managed to obtain care and afforestation grants
for eucalyptus trees. In sum the monetary advantages of this species cannot be
compensated for by other trees. In 1996 eucalyptus afforestation in Galicia was
subsidized by an amount comparable to that for coniferous species in the rest of
Spain (Prada et al 1996). Having been altered by national and regional legisla-
tures, the EU afforestation program is supporting an immense spread of alloch-
thonous tree species (Tab. 6).

Table 6. Differences in subsidies [in ptas] for various timber species
(after: Prada Blanco & Gonzalez Gomez 1993, modified).

Timber species EC Galicia }
1992 1993 1996 |
Deciduous trees — Eucalyptus 387,600 215,000 242,500
Conifers — Eucalyptus 232,700 35,000 0,0
Deciduous trees — Conifers 154,900 180,000 242,500

The number of granted applications reaches more than 14,600 as part of
a steadily upward trend (Xunta de Galicia 1997). One half of all request deal with
afforestation costs, the remainder with conservation costs and even less with
subsidies. Possible reasons for these few applications must be considered. Firstly,
expenditures on these are very high. Secondly, they do involve an aversion to
long commitments towards the administration, and, last but not least, only a small
amount of money will be granted. These conditions seems to be most important,
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Table 7. Development of the number and size of forests between 1989 and 1998
(Conselleria de medio ambiente, 2000).

Year Number of Woodland Scrubland Total areas | Area per fire
fires
1989 8,380 91,758 104,036 195,794 10.95
1990 7,058 16,598 32,945 49,543 2.35
1991 5,307 3,893 9,485 13,378 0.73
1992 8,197 2,769 9,558 12,325 0.34
1993 7,197 1,529 6,427 7,956 0.21
1994 8,397 1,743 11,059 12,802 0.21
1995 15,121 12,130 32,088 44,218 0.80
1996 9,885 3,322 17,479 20,801 0.34
1997 14,388 5,749 21,841 27,590 0.40
1998 12,935 11,190 36,985 | 48,175 0.87

The causes of these extremely numerous and large forest fires are various.
Forest clearing for agricultural purposes are of minor importance. Some damage
is derived from careless burning of agricultural and forest wastes. More than
90% of all fires are deliberatly ignited (Carbajo 1998). The main reason can be
found in the hampered reform of the socio-economic structures of the montes.
The forest fire danger is increased by conflicts amongst rural inhabitants about
unsolved property and land-use rights on the former commons. Serrano (1990)
found a correlation between frequent forest fires and the dissatisfaction of the
people in the montes regarding the administration. Profits tend to be made by
a few major landowners with the majority being left out. During Franco’s dicta-
torship federations of landowners were not tolerated and plot consolidation was
not carried out properly, leading to monocultures for the paper industry. Forest
fires therefore indicate that the interests of inhabitants need to be taken into
account in order to improve the acceptability of forestry in society. The dwind-
ling identification of the local people can be linked to the general rural exodus
and land-use change. The desorientation caused by the lost traditional signific-
ance has made farmers abandon their former tasks. As a result, conservation
measures to prevent forest fires cannot be carried through. The vast patches of
fallow land in the agricultural sector can be explained this way (Fernandez, Prada
1996; Ros 1994).

Neighbourhood conflicts and land speculation in coastal areas or in the urban
centres deliver further reasons for the increase in forest fires (Ros 1994; Ferna-
nadez Leiceaga 1990). Lumber merchants are in part suspected because slightly-
damaged wood can be purchased cheaply (Fernandez Leiceaga 1990; Redacction
y liberia lineo 1996).. Some fires might be caused by members of the fire brigades
who fear losing their jobs (Anonymous 1997). Besides significant damage for
forestry, prospective ecological aspects must be considered. The structure of soils
and the edaphone are destroyed and bare soil can irreversibly be eroded by the
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denudative effect of high precipitation rates. Thus, regeneration under these
prevailing regional climatological and morphological conditions tends to be dif-
ficult.

THE FIGHTING OF FOREST FIRES

The combating of forest fires is a national task of the department of nature
conservation (“Direccién General de Conservacion de la Naturaleza”) within the
Ministry of Environmental Protection (“Ministerio de Medio Ambiente”) (Prada
et al. 1996). The regional administration of the montes installed a sub-division
called the forest fire brigade that deals with the active combating of the forest
fires (Xunta de Galicia 1992). Hence, the regional administration focuses on the
technical fire combat.

In contrast, EU program 3529/86 for the protection of forests in the com-
munity against fires supports investigations into causes and tries to overcome
structural problems. Information campaigns, fire watches, education and research
lead to increased attention and motivation among people to inhibit forest fires.

Since the establishment and extension of the fire fighting infrastructure
a smaller area has been burnt, though the number of fires has grown (Tab. 4).
The foundation of “Servicio de Defensa contra Lumes forestais” in 1989 became
necessary after a huge area was set on fire. The fire brigade with its budget of
6.8 billion Pesetas has 4000 members — after an unexpected devastating fire in
1997 almost 6000 — and can rely on modern equipment. To generate a more
sustainable situation acute fire combat measures and fire prevention need to be
coordinated properly. In this respect the EU measure to promote certain struc-
tures including careful afforestation schemes might play a key role. Great expec-
tations exist towards forest federations which can work on plots of comparatively
larger size than single landowners. Their increased economic power can result in
less-susceptible stands of native species with slow-growing species and a better
monetary yield. Moreover, federations differ from individual proprietors in being
capable of financing external specialist support, a trained workforce and career
development schemes. This rather sustainable forestry guarantees stable yields
per hectare and prevents losses from fires. In effect the regional economy profits
as well as the landscape due to reduced erosion and thus more sustainable habi-
tats of greater biodiversity.
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Figure 1. Changes in the functions of borders in Europe.
Source: author’s own elaboration based on literature.
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Figure 2. Borders of Poland as spatial barriers.
Source: author’s own elaboration.

first and foremost along the Oder-Lusitanian Neisse rivers and along the Bug. In
the case of large border rivers a lack of bridges constitutes a significant factor
delaying the development of transboundary transport links. A new kind of bar-
rier, closely connected with the natural environment, is constituted by the eco-
logical barrier. We can speak of their existence when crossing of a border is not
possible over a certain segment due to the natural value of the given area and to
the protection policy implemented there. In practice this reduces to a blocking of
infrastructural investment undertakings, to a limiting of the scope of admissible
traffic over the already existing border crossings, and to a countering of the
agreements on free tourist movement. In Polish conditions the agents setting up
the ecological barriers are most frequently constituted by the boards of near-bor-
der National Parks. A classical situation of this type exists within the area of
Bieszczady National Park, where there are still no border crossings to Ukraine or
to Slovakia.

The legal barriers existing in cargo traffic result from the existence of:
1) export and import custom tariffs, 2) various kinds of fees similar in nature to
customs tariffs (border taxes, excise taxes, compensation fees), 3) interdictions
on the import or export of certain goods, 4) concession or licensing systems for
the import of some goods, 5) phyto-sanitary and veterinary limitations, 6) transit
guarantee procedures, 7) licensing systems for the carrying out of international
cargo transport activities, 8) road traffic regulations applying to truck transport.
The above limitations result in the functioning of border procedures expressed
through the necessity of: preparing appropriate documents, starting with the
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Length of

Border with: border in
km
Russia 210
Lithuania 102
Belarus 407
Ukraine 526
Slovakia 518
Czech Rep. 786
Germany 462
Total/Averages 3011

Number
of hard
surface
oads
crossing
the border

17
3
14
11
13
55
20
133

Table 1. Transboundary road infrastructure in 1997.

Length of
border per
1 hard
surface
road in km

12.3
34.1
29.1
47.8
39.8
14.3
23.1
22.6

Number of road border crossings

generally accessible

with hard
total surface total for
roads persons Supcee.
roads

4 4 3 3

2 2 2 2

9 9 4 4

8 8 5 5
24 12 10 9
75 40 4?2 23
21 18 18 18
143 93 84 64

Sources: Author’s own calculations on the basis of materials from the Border Guard.

Length of border per 1
generally-accessible

with hard | border crossing in km

69.9
51.2
101.9
105.2
51.8
18.7
25.6
36.3

Table 2. Passenger border traffic in the years 1980, and 1990-1999 inclusive, by type
1990

Kinds of traffic: 1980
thousand %

railway* 7636.4 19.9
road** 21800.7 56.9
air 1572.4 4.1
sea 431.3 1.1
river 18.7 0.0
non-passport 6877.5 17.9
Total for Poland 38336.9 100.0

thousand
15645.3
60579.3
2378.9
703.9
0.4
4942.5
84250.3

1993 1996
% thousand % thousand %
18.6 13506.2 7.3 8045.7 3.1
71.9 166315.1 89.6 247554.9 94.4
2.8 2111.3 1.1 2949.6 1.1
0.8 1245.0 0.7 1564.2 0.6
0.0 6.1 0.0 10.9 0.0
5.9 2552.3 1.4 2228.8 0.8
100.0 185551.5 100.0 262354.1 100.0

Degree of use of hard
surface roads by
border crossing in %

all border genera!ly-
crossitigs -acces.51ble
crossings
235 17.6
66.7 66.7
64.3 28.6
72.7 45.5
92.3 69.2
72.7 41.8
90.0 90.0
69.9 48.1
1999
thousand %
6766.1 2.38
265795.2 93.3
4334.7 1.5
4400.8 1.5
987.2 0.3
2561.7 09
284845.8 100.0

* in 1993 together with the Polish-German minor border traffic, in 1996 together with Polish-German, Polish-Czech and Polish-Slovak minor border traffic.
** among others planes, ferry and train crews; military traffic.
Sources: Author’s own calculations on the basis of materials from the Border Guard.
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Terespol-Kukuryki (Eastern border) — at 229 million ECU. These two points
alone incurred losses equal to almost half of all those borne in an analogous
manner in 1988 between the six aforementioned countries. Currently the truck
traffic is twice as heavy and the waiting queues similar.

CROSS-BORDER TRAFFIC

As mentioned already, the increase in the level of border passenger traffic in
the 1990s was without precedence in the history of Poland up to that time (see
Fig. 3). While there were a total of 59 million individual crossings of all the
borders taken together in 1989, the figure a year later was already up to 84
million, while that for 1992 was as high as 157 million (thus 2.5 times the level
three years previously). In subsequent years, the rate of increase in traffic slowed
gradually, while still exceeding 10% each year. By 1996, the number of individ-
ual crossings of the border in the two directions exceeded 262 million, of which
Poles were involved in 33%. Later on the increase was slower, mainly because
of the Russian crisis, price balancing between Poland and Germany and lesser
intensity of the bazaar trade on the Eastern and Western borders the connected
with the previous factors. In 1999, Polish borders were crossed by 285 million
people.

There was also a major change in the structure of cross-border traffic in the
period (see Tab. 2). In 1980, only just over half of all crossings took place by
road (including on foot). One-fifth of those crossing at that time made use of
railways and just over 4% went by air. At the same time, as many as 18% of all
crossings were without passports (local cross border traffic, army traffic etc.).
From the late 1980s onwards, there was a steady rise in the role of road traffic at
the expense of rail, air or non-passport traffic. By 1996, the share taken by road

300000000
250000000
200000000
150000000
100000000
50000000
Oulll[ﬂ]]huu
70 72 74 80 82 84 85 8 90 92 94 96 98

years

H passport traffic minor border traffic Oother
Figure 3. Passenger traffic at Poland’s borders in the years 1970-1999.
Source: author’s own elaboration based on Border Guard materials.
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Table 3. Passenger border traffic in the years 1980 and 1990-1999 inclusive, by direction.

1980 1990 1993 1996 1999
L | thousand l % ; thousand % thousand % | thousand % thousand | %
| Russia 5.1 | 0.0 829 0.1 1124.8 0.6 4199.0 1.6 4238.3 1.5
Lithuania 46 | 0.0 995.5 1.2 3548.9 1.9 2939.0 1.1 3079.1 1.1
Belarus 1715.0 45 5567.2 6.6 8926.2 4.8 10878.6 4.1 10084.6 35
| Ukraine 998.6 | 2.6 42723 5.1 5563.2 3.0 10629.4 4.1 9889.6 35
| Slovakia** 2763.9 7.2 6225.7 7.4 8055.8 43 16749.8 6.4 19185.0 6.7
| Czech Republic** 8180.8 21.3 16716.8 19.8 33909.5 18.3 82452.0 314 73966.2 26.0
; Germany* 15787.9 41.2 42364.6 50.3 118514.4 63.9 127763.7 48.7 153105.7 53.8
| sea border 431.3 1.1 703.9 0.8 1245.0 0.7 1564.2 0.6 4400.8 1.5
l air border 1572.4 4.1 23789 2.8 2111.3 1.1 2949.6 1.1 4334.7 1.5
i non-passport traffic 6877.5 179 4942.5 59 2552.3 14 2228.8 0.8 2561.7 0.9
| Total for Poland | 383369 | 100.0 | 84250.3 100.0 | 185551.5 | 100.0 1262354.1 | 100.0 | 284845.8 100.0
* in 1993, 1996 and 1999 together with minor border traffic; ** in 1996 and 1999 together with minor border traffic.
Sources: Author’s own calculations on the basis of materials from the Border Guard.
Table 4. Movement of heavy goods vehicles across Poland’s borders in the years 1980 and 1990-1999.
Border with: 1980 ] SR 1990 In 1993 | 1996 1999
| thousand * % | thousand % thousand % | thousand | % thousand %
Russia ‘ 1.7 0.6 1.9 0.2 20.1 0.9 46.6 1.3 52.6 1.2
Lithuania 0.0 0.0 12.5 1.2 86.8 4.0 305.9 8.8 426.1 9.9
Belarus 49.9 16.9 136.3 12.6 268.2 12.3 555.1 15.9 398.2 92
Ukraine 8.2 2.8 34.1 3.2 75.3 34 179.2 5.1 161.9 3.8
Slovakia 2.2 0.8 14.5 1.3 442 2.0 167.2 4.8 228.6 5.3
| Czech Republic 56.2 19.0 145.0 13.5 208.7 9.5 407.1 11.7 5109 11.9
Germany 149.9 50.7 686.5 63.7 1427.3 65.3 1752.9 50.4 | 2426.1 56.3
Sea border 272 9.2 46.7 43 55.1 2.5 67.5 1.9 105.6 2.4
Poland total 295.4 100.0 1077.5 100.0 2185.7 100.0 3481.4 100.0 . 4310.0 100.0

Sources: Author’s own calculations on the basis of materials from the Border Guard.
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| Measures
i

Number of hard surfaced roads
per 100 km of the border
rank
Number of railways per 100 km
of the border
rank
Degree of use of transborder ro-
ads by border crossings in %
rank
Degree of use of transborder rail-
ways by border crossings in %
rank
Passenger border traffic in thou-
sand per border crossing
rank
Passenger car border traffic in
thousand per border crossing
rank
HGYV border traffic in thousand
per border crossing
| rank
Reciprocal of passenger border
traffic concentration level indica-
or

rank

Table 5. Classification of border permeability in 1990 and 1996.

1990 - border with:

O

1996 - border with:

Russia |Lithuania| Belarus | Ukraine | Slovakia| Czech Germany‘ Russia |Lithuania

8.1

1
1.4

4

0.0

0.0

20.8

2.5

1.0

20

29

1.0

333

0.0

996.0

195.0

13.0

10.0

34

4

1.5

14.3

333

927.8

247.0

3
34.0

2
22

2.1

7
1.3

5
18.2

4
429

1
712.0

6
238.5

4
17.0

3
1.8

Statistical measures:

2.5

6
0.6

7

30.8

3

333

2

1245.2 1 1393.1 |2824.3 | 1049.8

3

197.4 | 3259 | 651.9 | 549.7

5
4.7

6
35

Rep.

6.6

2
1.5

2

17.0

5

16.7

5

2

2

14.5

4
2.5

4.1

3
2.8

1
55.5

1

30.8

4

1

1

76.3

1
3.1

8.1

1
14

4
17,6

7

333

7

6

5

15.7

7
2.3

' |

29

5
1.0

6
66,7

3
100.0

1
979.7

7
438.5

6
306.0

1
33

Belarus | Ukraine | Slovakia | Czech |Germany
‘ Rep.

34 2.1 2.5 7.0 43

CO 8 6 2 3
15 | 13 0.6 1.5 2.8

3 5 7 i
28,6 | 364 | 692 | 400 | 90.0
6 | 5 2 4 1
500 | 57,1 | 66,7 | 41,7 | 462

4 3 2 6 5
1208.8 | 1181.0 |2093.8 |2576.6 | 5807.4

4 I 5 3 2 1
599.8 | 614.5 | 428.6 | 857.3 |2826.2

4 3 i/ 2 1
185.0 | 59.7 | 41.8 | 313 |219.1

3 4 5 ‘ 6 2 ‘
2.8 2.3 24 | 21 3.2

'Y U

YT O




Reciprocal of HGV border traf- 6.7 10.0 1.9 2.1 33 1.6 1.9 1.6 10.0 29 8.7 22 1.6 2.8

fic concentration level indicator

rank 2 1 5 4 3 7 6 7 1 3 2 5 6 4
Descriptive measures (points from 1 to 5)

Permeability from the points of view of:

Environmental barrier 5 5 4 3 2 2 3 5 5 4 3 2 2 3

Formal travel barrier (visas, vou- 1 1 1 1 2 2 3 2 3 2 3 5 5 5

chers etc.)

Role of the minor border traffic 1 1 2 2 2 2 1 1 1 2 2 4 5 5

Level of custom tax reduction in 1 1 1 1 1 1 1 1 2 1 2 3 3 3

bilateral exchange

Level of border control precision 1 1 1 1 3 3 3 2 2 2 2 4 4 4

Economic barrier 3 3 3 3 5 5 5 4 4 2 4 4 4 4

Psychological barrier 2 2 2 2 4 4 3 2 3 2 3 5 5 4

Length of border queues for pas-| 3 1 1 1 5 5 4 2 2 1 2 4 5 4

senger car

Length of HGV border queues 1 1 ) a L g 2 2 1 =g e 3 2

Average rank 5.33 | 411 3.89 | 456 | 4.11 3.67 | 233 544 | 344 | 378 | 444 | 456 | 4.11 222

Total points 18 16 16 15 28 27 25 20 24 17 22 34 36 34

Average points note - 2.00 | 1.78 1.78 1.67 | 3.11 3.00 @ 2.78 222 | 267 1.89 | 2.44 378 | 400 | 3.78

iqoawaad pup 3104 2y wr saSuvy’)

o

$42p10q Ystjod

* only border crossings with more than 0.1% of bilateral traffic in each category.
Sources: Author’s own calculations on the basis of materials from the Border Guard, topographic map and literature.
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Germany e !
I
v 2
8 3
)
7 4
6 5
- #&--1990
—a8—1996
—o—-1 = all land borders
Figure 4. Typograms of border permeability.
Variables:

1 — number of hard surfaced roads per 100 km of the border,

2 — number of railways per 100 km of the border,

3 — degree of use of transboder roads by border crossings in %,

4 - degree of use of transboder railways by border crossings in %,

5 — passenger border traffic in thausand per one border crossing,

— passenger cars border traffic in thausand per one border crossing,
— HGV border traffic in thausand per one border crossing,

— reciprocal of passenger border traffic concentration level indicator,
— reciprocal of HGV border traffic concentration level indicator.

O 00 3O

Source: author’s own elaboration.

of points — highest in the case of the borders with the Czech and Slovak Republic
(which were thus the most permeable from the point of view of analysis of the
descriptive measures adopted); only a little lower in the case of the border with
Germany; and distinctly lower in the case of that with the USSR. However, the
situation had changed by the end of 1996, with the borders with Germany,
Slovakia and the Czech Republic all gaining similar numbers of points (though
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1) for “decades”’: E = dVv+ 4* G
and
2) for months: E = 3*dy + 4*@,

where: G — is global radiation [kcal/cm?] (one should multiply by 0.344 when
G is to be in: [kWh/m?]).

Recently Bry$ (1997, 2000), used 35-year data collected at Swojec to propose
a new formula for the calculation of evaporation, i.e.:

E, = d (043 + 1.65Vv) + 0.0676 G + 1.52,

where: E, [mm] is the “decade” sum of potential evaporation, d [hPa], v [m/s],
G [kWh/m?] (one should divide by 3.6 when G is to be in: [MJ/m?)).

METHODOLOGY

The study is an amplified version of the work published earlier in Polish
(Brys, Brys 2000). The current work goes further in presenting the proof-related
aspects and the results of the investigations carried out.

The paper is a statistical-climatological analysis of evaporation from a water
surface (Wild’s evaporimeter-balance at 0.5 m under a rooflet screen) at the
Agro- and Hydro-meteorological Observatory of the Agricultural University at
Wroclaw—Swojec. The station is representative of the agricultural areas of low-
land Lower Silesia. The work presents the global results (Tab. 1) of evaporation
measurements (1961-1995) and calculations of E sums (1946-1960). The
50-year data obtained this way, were used to characterize the main features of the
variability to multi-year evaporation in Wroclaw in the years 1946-1995.

The conditions for the years 1946-1960 were determined on the basis of
instrumental measurements and the observation of elementary meteorological
parameters (Prace Obserwatorium... 1947-1988) in the nearby (5.5 km) Meteor-
ological Observatory of the Wroclaw University.

The basis for calculations were “decade” data (sums or means). The years
1961-1965 as well as 1971-1974 (i.e. the whole available period in which com-
parison of materials from the two observatories was possible) were used to obtain
very accurate formulae for multiple regressions (R from 0.985 to 0.995), com-
bining University measurement results with those obtained at Swojec (Brys, Bry$§
2000). “Decade” values for the factors controlling evaporation (d, v, G) obtained
in this way, helped calculate, with the use of the formulae from Bac (1968) and
Bry$ (1997), “decade” evaporation sums (E). Finally, after comparisons of those

"'In the work we employed, beside the normal sense of the word decade, a special meaning
signified by “decade”. The so-called “decades” are periods of 10 days (or 11 days at the ends of
the 31-day months and as appropriate 8 or 9 days in the case of February); the denotation links to
the old Greek, French, German (and also to many other European) languages.
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Table 1. The values of monthly and I-XII, IV-IX evaporation sums [mm] at the Observatory
Wroclaw-Swojec in the years 1946-1995.

Yearss I | 11 || v| v | vi|viilviml x| x [ xt [xu]| - [1v-

| i | , | XN | IX
1946 | 19.0 | 25.5|31.0 | 63.6 | 85.0  78.4  90.5 632 | 51.8 | 27.0 | 16.0 | 13.8 |564.8/432.5
1947 | 15.0 | 14.3 | 32.7 | 70.6 | 97.5/92.0 | 90.8 | 75.9 | 74.8 | 41.3 | 27.3 | 18.0 |650.2/501.6
1948 | 23.5 | 24.2 | 438 | 84.5 | 74.9 | 84.8 | 83.9 | 78.1 | 76.8 | 45.5|24.5 21.7 |666.2/483.0
1949 | 22.3 | 27.6 | 32.4 | 70.0 | 76.7 | 70.6 | 84.0 | 73.4 | 53.4 | 54.1 | 21.2 | 25.3 |611.0/428.1
1950 | 17.4 | 35.7 | 41.4 | 53.5 | 88.5 1109.7/109.8| 79.8 | 56.0 | 35.0 | 25.2 | 16.5 |668.5/497.3
1951 | 21.9 | 22.6 | 30.6 | 66.1 | 56.4 | 89.5 | 83.2 | 74.2 | 56.6 | 39.7 | 24.9 | 25.4 |591.1/426.0
1952 | 23.0 | 18.1 | 31.6 | 56.3 | 64.4 | 76.1 103.6/ 80.1 | 432 | 26.9 | 19.5 | 14.8 |557.6/423.7
1953 | 14.9 | 24.8| 459 1799 | 69.9 | 92.1 |101.0/ 78.9 | 70.0 | 44.7 | 31.5 | 17.1 |670.7/491.8
1954 | 18.5|19.1|27.0 /370 | 68.6 82.0 67.0 802 59.7 46.7 21.3 | 22.1|549.2/394.5
1955 | 19.7 | 22.1|31.4 |42.5 1 76.1|77.2 | 61.8 | 55.3 | 46.1 | 28.6 | 21.8 | 24.1 506.7/359.0
1956 | 24.9 | 12.5|36.0 1412 | 74.0 732 849 | 67.3 | 63.5 30.4 | 18.3 | 18.8 |545.0/404.1
1957 | 17.5|22.9|39.8 | 51.8 | 69.9 |101.3 76.7 | 61.3 | 44.2 | 352 | 28.5 | 16.5 565.6|405.2
1958 | 17.6 | 26.1 | 20.4 | 36.0 | 73.7 | 70.1 | 81.6 | 68.2 | 50.0 | 29.7 | 15.6 | 19.1 |508.1|379.6
1959 | 25.6 | 21.1 | 383 |61.6 | 78.5 | 97.8 | 81.8 | 77.0 | 59.4 | 49.2 | 21.9 | 16.7 628.9/456.1
1960 | 15.2 | 25.3|35.8 |49.3 | 80.4 | 77.4 | 66.7 | 57.2 | 49.9 | 32.1|24.4 | 18.7 532.4/380.9
1961 | 18.0 | 15.0 | 55.0 | 69.8 | 50.7 | 73.7 | 62.2 | 51.7 | 56.3 | 34.0 | 12.0 | 12.0 510.4|364.4
1962 | 18.0 | 12.0 | 24.0 | 63.7 | 39.2 | 65.8  59.4 | 62.6 | 50.3 | 22.0 | 20.0 | 9.0 |446.0/341.0
1963 | 4.5 | 4.6 | 345 637537 84.1 88.1 922 409 29.0 367 102 |542.2/422.7
1964 | 13.8 | 23.8 | 22.1 | 65.8 | 74.8 | 89.9 (109.9] 75.4 | 80.7 | 41.5 | 20.3 | 15.7 633.7/496.5
1965 | 17.0 | 15.6 | 34.3 | 54.9 | 54.3 | 65.7 | 76.6 | 95.8 | 72.3 | 39.7 | 23.3 | 24.8 574.3/419.6
1966 | 8.9 | 167|422 154.7 783 1 90.0 | 68.7 | 65.2 64.1 38.0|23.1 28.8|578.7/421.0
1967 | 202 | 34.4 | 58.8 | 659 | 90.4 88.4 | 87.4|72.8 | 553 | 48.1 | 20.2 | 22.3 |664.2/460.2
1968 | 15.5| 169|629 | 69.8 64.4 9381953827 43.1 292 183 | 8.9 |600.8/449.1
1969 | 13.3|17.2/30.2 1584  80.1 82.4 101.4 86.1 60.0 382 383 4.6 610.2/468.4
1970 | 8.1 | 14.7|25.150.7 | 71.1|88.2|99.7 | 60.7 | 64.2 26.7 | 24.3  12.6 |546.1|434.6
1971 | 99 | 12.5|27.7|51.7 | 74.6 | 55.7 | 87.9 [110.0 48.5  46.8 | 23.3  17.5 |566.1/428.4
1972 | 11.4 | 15.1 | 68.7 | 49.6 | 63.3  73.0 | 75.7 | 62.5 34.6 25.1 31.6 | 14.1 |524.7|358.7
1973 | 6.7 | 187 39.6 | 57.6 | 64.7 | 737 | 72.0 |101.0 72.4 | 28.8 362 | 18.2 |589.6/441.4
1974 | 15.9 | 19.5  57.1 | 82.0 1 58.2 | 60.7 | 67.3 | 64.3  54.6 | 25.9  19.8 | 20.8 |546.1/387.1
1975 | 24.0 | 174 362 |56.2  65.7 | 74.4 | 75.1 | 89.5 63.8 252 18.9 | 26.2 |572.6/424.7
1976 | 22.5 | 132 | 31.1 | 63.8 84.592.3|96.5 64.7 37.6 23.4 149 10.7 |555.2/439.4
1977 | 83 | 114 337|412 622 650|629 |37.4 389 243 27.8 133 426.4/307.6
1978 | 143|142 440 482 582 724 |71.0|58.1 524 221 17.3|10.5 |482.7/360.3
1979 | 6.1 | 12.1 37.5/47.0 99.9 87.8 | 78.1 850 57.3 38.5 17.3 | 22.6 |589.2/455.1
1980 7.6 | 11.3 1362 42,5 673 77.9|56.6 | 63.5 454 41.1 225 |20.8 |492.7/353.2
1981 | 16.5 | 21.3|40.0 | 59.4 | 78.6 | 79.1 | 64.5 | 70.0 | 40.2 | 30.7 | 27.2 | 10.1 |537.6/391.8
1982 | 11.5 | 12.9 | 452 | 54.6 | 65.5 74.7 | 79.4 |113.8| 77.7 | 48.9 | 25.7 | 18.2 |628.1/465.7
1983 | 35.5|15.3 | 44.1 |71.6 | 72.8 | 90.1 |141.9/106.5| 90.9 | 59.0 | 22.3 | 21.3 |771.3/573.8
1984 | 34.1|24.1 493 [59.7 614|757 |73.3 912 |50.7 53.1 293|126 |614.5412.0
1985 | 9.4 | 15.6 357|542 79.1 58.1 84.0 67.9 56.6 289 22.020.5 532.0/399.9
1986 | 22.0| 7.1 | 41.3|52.4 832 83.1 80.7 502 41.5 404 229 17.9 542.7/391.1
1987 6.2 | 14.6 329 56.1 603 572|820 72.0 50.8 420 17.2|17.4 508.7/378.4
1988  19.2|24.4 | 32.1 1 80.6 119.7 68.6 | 952 83.9  48.6 43.4 229|302 668.8/496.6
1989 | 25.0 | 30.3 | 65.8 | 62.7 | 91.2 | 68.2 | 84.5 99.5|58.5 523 14.2 | 24.9 677.1464.6
1990 | 29.9 | 53.5 | 81.9 | 63.0 119.2| 79.1 /139.4/111.7| 50.8 | 53.2 | 22.1 | 15.4 819.2|563.2
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Years| 1 n | m v vV | VI | VII v | 1x X XI | XII | I- | IV-
1991 | 26.4 | 14.7 | 45.0 | 65.6 | 68.3 | 78.8 1106.7/106.8| 94.9 | 45.5 | 23.9 | 16.9 {693.5/521.1
1992 | 20.6 | 27.3 | 52.5 | 76.6 |118.3/139.0/140.2/147.0| 82.9 | 44.0 | 31.9 | 10.7 |891.0|704.0
1993 | 44.2 | 13.2 | 40.0 | 87.6 |/104.2|/ 94.0 | 90.2 1 96.4 | 60.1 | 40.7 | 10.7 | 33.5 |714.8/532.5
1994 | 30.3 | 17.6 | 53.6 | 69.0 | 79.4 |108.7/187.5/131.3| 58.3 | 38.2 | 33.7 | 23.9 |831.5/634.2
1995 | 24.5 | 36.5 | 59.7 | 91.7 | 88.1 | 69.7 ‘139.1 106.6| 42.2 | 31.8 | 14.0 | 6.1 |710.0/537.4
Mean| 18.3 | 19.7 | 40.8 | 60.5 | 75.6 | 81.0 | 89.0 | 80.1 | 57.1 | 37.3 | 23.0 | 17.8 |600.2|443.3

formulae (Bry$ 2000), the results with Brys’s formula were adopted as the basis
for determining monthly, half-year and annual sums for the years 1946-1960, as
better estimating the values measured in the years 1961-2000.

The basic statistics for the analysed parameters were determined (arithmetic
mean, min., max., range, standard deviation, variability coefficient, skewness and
kurtosis). Graphs were used to present year-to-year variability in the annual,
half-year and monthly E sums and the way they were conditioned (here, only in
the case of annual sums) by the factors controlling evaporation (d, v, G). Multi-
year trends were determined mathematically with the aid of linear and polyno-
mial trends of the 3rd and 6th orders, and mutual comparisons, both of trends and
of styles of variability (i.e. analyses of geometrical forms and the character of
their variability in graphical, linear records of time series runs) of the studied
parameters, were carried out. The “variability of variability”” was taken into
consideration and multi-year intervals of relative stabilization and extinction of
amplitude fluctuations were distinguished and contrasted with the periods of
increased fluctuational dynamics. Along with year-to-year value analysis there
were also appropriate studies carried out on the courses and trends for 2- to
40-year consecutive values, (for the needs of the new, so-called R* method of
intermediate research into periodicity — description in the next chapter), revealing
the consecutive 11-year mean as the basic one for E, d, v, and G as well as for
the macro-type (Osuchowska-Klein 1978, 1991) of summer (V-VIII) cyclonic
circulation (CC). In order to examine periodicity, spectral analysis employing the
WFT (Windowed Fourier Transform), was used. The whole was considered in
the context of multi-year circulatory changes in Poland (Boryczka et al. 1992,
Kozuchowski 1995; Kozuchowski, Marciniak 1986; Osuchowska-Klein 1987; Tre-
piniska 1992, 1996) and in their regional depiction (Dubicka 1994; Pyka 1991).

Last, the obtained trends and rhythms were subjected to verification on the
material of 3 calculated, alternative series of E sums for the years 1946-1995
from Wroctaw—Swojec: 1) with the Bac formula (the years 1946-1960) and
measurement data (1961-1995) — together, as one series; 2) only with the Bac
formula (1946-1995); 3) only with the Bry§ formula (1946-1995).

2 The “variability of variability” is the rate |AVIAl, where [Al is the absolute value of year-to-
year variations and Al the mean value of absolute values of year-to-year variations.
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between the needs to use the best fitting function and to take account of the length
of the investigated time series and separated sub-periods within them (Fig. 2).
Next, the necessity to retain a synthesis as regards directions of changes was the
reason for all polynomial trends to be seen in relation to linear trends that were
global (of the 50th years) and partial (for analysed sub-periods).

The new method for the detection of periodicity, as proposed by the authors
of this paper, employs R’ values from a polynomial smoothing of consecutive
runs of means (Figs 8, 9a). Paradoxical use is made of the fact that a smoothing
of the time series by means of consecutive means makes it impossible detect to
rhythms with a cycle that is equal to the period being the base of a consecutive
mean (Gregory 1967). Consequently, advantage is taken of an initial principle
that polynomial curves of higher orders (from the 4th to the 6th), which smooth
consecutive mean runs, should give relatively the best (in a local area of the
sequence of succeeding consecutive means) (Fig. 8) or relatively the worst
(Fig. 9a) fit in the case in which a sought cycle is equal to the period that is the
base of a consecutive mean. Local concordance (max) or lack of conformity
(min) in the phase of a smoothing function determines the appearance of such
a local, distinct maximum or minimum of fit. The effect has a local character and
its credibility is limited in respect of time, because the using of succeeding,
higher basic periods of consecutive means, by their nature brings a better and
better fit (as means tend towards equality) with the results that the information
value inevitably approaches a “white noise”. The best results (information range
and evidential force) bring here a comparison of smoothing by means of all the
3 aforementioned functions (Fig. 9a). Therefore the R? of the curves becomes
a key allowing for the intermediate, initial detecting or rather well-founded sig-
nalling of symptoms of “latent” periodicity. Of course, both of the similarly
useful methods mentioned and used in the work only allow for the finding of
more arguments to hypotheses which must be established over a properly-long
time series by means of more precise modern methods of harmonic analyses
(compare: Fortuniak 1999).

DISCUSSION

In the years 1946-1995 (Tab. 1) evaporation in Wroclaw reached a mean
value of 600.2 mm for annual sums and 443.3 mm for the vegetation period
(IV-IX). On average, E sums for the summer half-year are 73.9% of annual
sums. A scatter graph with histograms (Fig. 1) shows a very strong linear trend
of that mutual, basic statistical relation and some similarity to the structures for
those sums (relatively stronger scattering of evaporation totals only in the range
of the several highest ones). Extreme values were recorded in 1977 (min — 426.4 mm
for annual sums and 307.6 mm for summer period) and in 1992 (max — 891.0 mm
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Tab.2. The basic statistics for E [mm], d [hPa], v [m/s], G [MJ/mz] in the years 1946-1995
and tests F for variances I (1946-1964), II (1965-1976), III (1977-1995) and tests T for mean

Function

Mean

Min

Max
Range

St dev
Var coeff
Skewness
Kurtosis
Var 46-95
Var 46-64
Var 65-76
Var 77-95
F /I

F II/IIT

iF /11T

(T /11

!T TI/111

{T I/III

-

E

L X |

| 600.2
| 426.4
| 891.0
| 464.6
95.1
0.2
1.0
1.3
| 9046.1
4147.6
| 1336.2
17157.9
0.060
0.000
0.004
0.475
0.034
| 0.037

1Al

757
44
197.5
193.1
48.6
0.6
0.5
0.5
2359.6
1200.6
679.4
2980.2
0.339
0.016
0.067
0.015
0.000

| 0.008

E
IV-IX
4433
307.6
704.0
396.4

74.7
0.2
1.2
23

5577.2

2550.8
915.7

10792.6
0.087
0.000
0.004
0.445
0.052
0.051

1Al

61.1
1.1
182.9
181.8
44.9
0.7
0.8
04
2018.3
882.1
796.5
2892.1
0.886
0.034
0.018
0.118
0.001
0.008

d

I-XII |

3.8
29
6.1
3.2
0.8
0.2
1.1
0.7
0.6
0.1
0.1
0.7
0.599
0.003
0.002
0.437
0.000
0.000

The absolute value of year-to-year variations = Al

E(V- X [mm]

750
700
650
600
550
500
450
400
350
300
250

1Al

0.5
0.0
1.5
1.5
0.4
0.7
0.8
03
0.1
0.1
0.0
0.2
0.131
0.003
0.044
0.261
0.045
0.022

| 0.000

values I (1946-1964), II (1965-1976), III (1977-1995).

v
-XII
38 |
2.7
53
26
0.8
02
0.1
=i
06
05
0.0
0.1
0.000
0.055
0.000
0.276
0.000

Scatter graph with histograms (E sums 1946 - 1995)

350 400 450 500 550 600 650 700 750 800 850 900 950
E(-XIl) [mm]

1Al

G 1Al
I-XII
3756.4 | 194.9
32577 35
4212.2 | 582.6
954.5 | 579.1
219.3 | 156.0
0.1 0.8
0.0 0.9
-0.5 0.0

48088.9/24335.9
37278.0|35852.9
26767.6/15267.9
63552.9/19294.3

0.584 | 0.153
0.146 | 0.707
0267 | 0.202
0.005 | 0.181
0.038 | 0396
0.283 | 0.120 |

9 18

Figure 1. Scatter graph with histograms of E sums for period IV-IX (across) and 1-XII

(along) at Wroctaw—Swojec Observatory in the years 1946-1995.
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Figure 2. The courses of annual sums of evaporation (E) at Wroclaw—Swojec Observatory

in the years 1946-1995 and their trends (polynomial of 6th order).
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Figure 3. The courses of annual sums (or mean values) of d, v, G at Wroctaw—Swojec

Observatory in the years 1946—1995 and their trends (polynomial of 6th order).
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Figure 6. The runs and the trends (polynomial of 6th order) for the year-to-year variation
indicators (var = coefficient = |AlI/[Al)) of E, d, v, G in the years 1946-1995
at Wroclaw-Swojec Observatory

and 704.0 mm, respectively). Remaining basic statistics are given in Table 2
(compare: Bac 1968, 1970; Brys 1997, 1998a; Szczepankiewicz-Szmyrka 1981).
Figure 2 shows a distinct upward linear trend (R* = 0.13) for E and its rhyth-
mic, partial (Fig. 2b, c¢) and overall, linear and polynomial projections. A fluctu-
ation rhythm of about 21-23-years smoothed by the 6th degree curve (Fig. 2a) is
forced by the main culminations dnd decreases of multi-years annual E sums to
the location of which, with some time shift (smoothing effect), it corresponds.
The three deepest decreases of the E value were characteristic of 1962 (446.0
mm), 1977 and the not included in this study 1996 (481.9 mm), followed by
a sudden increase in annual E sums. These constitute marked caesuras dividing
the analysed 50 years into 3 different, characteristic periods of type of variability
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to the multi-year course of evaporation in Wroclaw. The years 1964-1976 — 1963
is transitional in character — (period II) are characterized by a decided extinction
of fluctuations, with episodes of “inactivation” and the appearance of mean
E values which gradually go down (R* = 0.46 for the linear trend). The opposed
periods — the preceding period I (covering 1946-1962(63)) and the following
period III (1977-1995), are also different from each other. The intensification of
fluctuations, so characteristic for these two, is strongest in period III, where it
occurs by turns among the lowest and the highest values (1989-1995), according
to a decidedly upward trend (R* = 0.56 for the linear trend). Within period III
there is also a 3-year episode of amplitude extinction (years 1985-1987) identi-
fied (Fig. 9b) with the border years of successive periods (1976-1986 and 1986—
1996) of Wolf’s number manifestations, i.e. 11-year solar activity. It is worth
recalling earlier ranges of this periodicity here (1944—1954, 1954-1964, 1964—
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Figure 7. The runs and the trends (polynomial of 6th order) for 11-year consecutive mean
annual values of E, d, v and G in the years 1946-1995 at Wroctaw-Swojec Observatory.

1976) and comparing them with the 11- and 21-23 year rhythms in consecutive
mean values of E (Fig. 9a, b) detected by the authors of the paper and also with
the very distinct horizontal trend of so-called balance points (in Fig. 9b — the
circular signs of Rh 11) for the 11-year rhythms in order to see a strong link in
the different years screened to various degrees by circulation factors linking
multi-year evaporation fluctuations with the Sun’s cyclical activity.

The rightness of dividing evaporation variability into the three above men-,
tioned periods is confirmed by statistical tests (Tab. 2): F — to establish the
significance of variation differences for these periods, and the T test — to compare
the significance of differences in arithmetic means of E, at the 95 % confidence
level. A similar testing carried out for the basic factors controlling evaporation
—d, v, G reveals a considerable conformity of results except in the case of G. an
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observation which probably results from a certain inadequacy of the distin-
guished ranges to G. These ranges are related to the sensitivity which is different
with different meteorological factors (as reflected in the types of fluctuation) and
to a phase shift of consequences in the reception of initial climatic signals — solar
and circulatory.

The R* method of the intermediate detecting of periodicity shows (Fig. 9a)
a very distinct 16-year cycle, most likely with circulation genesis (Fig. 8). The
aspect of periodicity will be discussed more widely in the latter part of the
chapter. Here, we only take notice of fact that the effect of the circulation factor
(Figs 8, 9a, b, c) is spectacularly exhibited in the exposure of a 16-year middle
range (II) not only in runs for E (Figs 2, 4) but also in those for v (1963-1978),
but here (Figs 3b, 5b) there occurs a one-year phase shift in relation to E. In turn,
in respective runs of d (Figs 3a, 5a) the middle range extends to cover 1955(56)
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Figure 8. The courses of the frequency of cyclonic circulation macrotype (CC) for the
period V-VIII in the years 1945-1990 over Poland and their 11-, 16-, 17-year consecutive
mean values with trends (polynomial of 6th order).
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