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GEOGRAPHIA POLONICA 43, 1980

MAIN FEATURES OF THE TERTIARY RELIEF
OF THE SUDETES MOUNTAINS

ALFRED JAHN

Wroctaw University, Wroctaw Poland

INTRODUCTION

The Sudetes, middle mountains of Europe, are composed primarily of Pala-
eozoic and Mesozoic rocks. Their specific morphological style distinguishes them
from other mountains. Their northern or, more specifically, north-eastern edge
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Fig. 1. Map of the Polish part of the Sudetes showing names of mountains, rivers
and place-names mentioned in the article
A—A, A,—A,, B— B, profiles described in Figs. 13 and 14, C—C, profile described in Fig. 16



6 A. Jahn

is clearly rectilinear, which agrees with its tectonic origin (fault). On the other
hand, the interior of the mountains resembles rather an upland rising from
400 to 700 m a.s.l. High but also flat ridges (from 1,200 to 1,400 m high) consti-
tute their highest part. The highest elevation, Sniezka, rises as a separate cone
to 1,602 m a.sl. (Fig. 1).

Large, intermontane basins divided by flat ridges are the main character-
istics of the Sudetes morphological style. Those ridges are nothing but morpho-
logical planation surfaces cutting rocks of different age and different resistance
(Fig. 2).
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Fig. 2. General features of the Sudetes relief: mountains and foothills (hachured) and

basins and gap valleys (blanks)

The origin and evolution of the Sudetic land-forms resolves itself into two
problems: the formation of basins and the formation of planation surfaces. In
the scientific research conducted so far attention has been paid, above all, to
the relationship between these forms and the mountains’ tectonics. Not only
external Sudetic Threshold, but also their whole area is interlaced with a net-
work of faults corresponding, in general, to the basins contours. The mountains
divide into two tectonic blocks uplifted and lowered at different times. The
bottoms of the basins are formed by these tectonically lowered parts of the
mountains.

Let us examine the Sudetic land-forms from the point of view of the in-
fluence of egzogenic, climatic factors while still remembering the influence
of tectonics. Such attempts were made more than once soon after the classic
work of Jessen (1938) who recognized traces of tropical and subtropical mor-
phology in the relief of European middle mountains remarkably well. Now
that the geomorphological processes of the tropical zone have been well under-
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8 A. Jahn

The rate at which geomorphological processes are active in different climates
is not known well enough as yet, though much has been written on that sub-
ject. If we assume, for the sake of simplification, that it is equal or approxi-

Fig. 3. Diagram showing the relation of degradation surface in the mountains (I) to
the accumulation area in the forefield of the mountains (II)

T — surface of tropical morphogenesis relief with epigenetic sediments (E) of the downward
sedimentation cycle, A —surface of arid morphogenesis with syngenetic sediments (S) of the
upward sedimentation cycle

mate, the effect of their action will always be a time function. The Sudetes
have been exposed to degradation processes for 80 mill. years. 70 mill. years out
of this 80 mill. fall to the action of tropical and subtropical climates beginning
from the Upper Cretaceous, through the whole Palaeogene and Miocene. Thus,
87% of time falls to the evolution of the tropical generation of forms, some
10% of time falls to the transitory, semiarid generation, the remaining 3%
fall to cool climates stage interrupted by the action of temperate climate pro-
cesses. The fact that, so far, so much has been written on external features of
the glacio-postglacial morphology in the Sudetes (slopes), and that the presence
of arid climates (pediments) in them has been emphasized is due to the simple
reason that both the generations, as the youngest ones, dominate the external
features of the mountains surface, or, speaking more precisely, among mezo-
and even microforms. This ‘make-up’ of the surface overlaps with the proper,
vast Sudetic morphology deriving from the long period of hot climates. The
major effect brought about by the hot climates was the morphological inversion
of the Sudetes. And this is our main subject.

MORPHOLOGICAL INVERSION

The Palaeogene encountered two huge tectonic troughs in the Sudetes
corresponding to the North and Intrasudetic Synclines. Both the synclines are
represented by the youngest Sudetic marine sediments — the Upper Cretaceous
sandstones. These formations are, in general, situated high up and constitute
the well-known Sudetic table mountains. The synclines’ wings underwent a
far-reaching degradation, so that huge morphological depressions stretching
through the whole Sudetes were formed in their place. The line of these de-
pressions corresponds in a substantial degree to the route of the Main Intrasu-
detic Fault. The relation of these Intrasudetic depressions, which can be defined
as the central morphological depression of the Sudetes, to both the synclines
and to the old mountain massifs is shown in the map (Fig. 4). This picture is
very symptomatic and typical. What is the axis of the Sudetes is not mountain
ridges, but huge intermontane depressions. These are the effects of morpholog-
ical degradation younger than the youngest sediments of both the synclines,
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Fig. 4. Position of the axis of Intrasudetic morphological depressions (ID) in relation

to two major Sudetic tectonic troughs (synclines), i.e. the North Sudetic one (NS) and

the Intrasudetic one (IS). Positions of major Sudetic massifs and groups of mountains
(chequered pattern) are also marked in the map. Notched line — Sudetes edge

Fig. 5. Inversion of relief in the Sudetes on the example of North Sudetic Syncli-
norium. Geology according to J. Milewicz (simplified section)

Cm, Dz — Older Palaeozoic, Ca — Carboniferous, P — Permian, C — Zechstein, Tr — Triassic,
Kr — Cretaceous. Transverse faults lines. A — Morphological situation before inversion, B —
after inversion
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10 A. Jahn
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Fig. 6. Section of the Wlen Graben (according to J. Gorczyca-Skata 1977) showing
a typical morphological inversion of a Cretaceous trough

1 — greenschists, 2 — metamorphic schists (Palaeozoic), 3 — conglomerate, shales (Rotliegendes
and Zechstein), 4 — siltstone (Turonian), 5— quartz sandstones (Coniacian), 6 —limy sandstones
(Coniacian). Syncline is cut with faults and basalt dyke

i.e. than the Upper Cretaceous. Thus, the period of degradation falls mainly in
the Palaeogene.

Degradation affected hard, coherent Mesozoic and Palaeozoic rocks. Meta-
morphic rocks occurring among them were also considerably affected (Figs. 5
and 6). A geomorphologist who watches the Scinawka and Nowa Ruda Depres-
sions from the top of the Table Mountains, and Lesko and Kamienna Goéra De-
pressions from the height of the Cretaceous Mieroszéw sandstones (examples
are many) receives an impression that the Palaeogene erosion introduced very
old changes in the Sudetes. It inverted relief and damaged hard Palaeozoic
rocks. Crystalline rocks of the Karkonosze Massif and the Snieznik Klodzki
Massif resisted degradation. The extent of this morphological inversion is, on
the average, 200 to 500 m. The cause of the morphological inversion can be
found in the peculiar character of the action of intertropical climate processes
which react not to rock hardness, but to its hydrogeological properties such as
porosity, permeability, chemical and mineral composition (Fig. 7). The rocks

r800

400

s 1200

Fig. 7. Diagram of Palaeogene morphological inversion in the Sudetes

1 — Precambrian, Palaeozoic rocks, 2-— Carboniferous, Permian, Triassic, 3 — Cretaceous, 4 —

Miocene, 5— Crystalline rocks of Inner Sudetic massifs. NS — North Sudetic Trough, IS —

Intrasudetic Trough, P, — Palaeogene planation surface. Pointer indicates the Sudetes edge
(Marginal Sudetic Fault)

of greatest permeability, marked with the index 4 in a four-grade scale, i.e.
jointed Cretaceous sandstones resisted the action of chemical weathering pro-
cesses best and for the longest period of time.? They did not decompose because

2 According to M. Rozycki’s results of reasearch published only partially in Prze-
wodnik XLIII Zjazdu Polskiego Towarzystwa Geologicznego (Guide to XLIII Meeting
of the Polish Geological Society) in 1975.
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12 A. Jahn

waters flow from the slopes, and the weathering wastes thickness is greatest.
Rivers that were draining the basins worked most effectively in that place
when removing the weathering waste. Lateral development, i.e. constant ex-
pansion of the bottoms of basins, is then characteristic of tropical basins. The
development pattern of basins for which chemical weathering was the leading
factor of rocks decomposition is shown in Fig. 9.

//// 72

//////

Fig. 8. Tree basins of the Western Sudetes: Jelenia Géra Basin, Stara Kamienica
Basin, and Mirsk Basin
1—flat basin bottoms, 2 —internal basin hills, 3 —old valley forms, 4 — gaps

!
Kamienna Valley Staniszow Hills tomnica Valley
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Fig. 9. Stages of the Tertiary development of the Jelenia Géra Basin when chemical
weathering of rocks was the leading destructive process

1 — granite, 2 — granite cut with hatd dyke rocks (Staniszé6w Hills), 3 — Tertiary waste mantles
(regoliths)

Mezoforms of basins bottoms and slopes also testify to the fact that basins
were created mainly by chemical weathering of rocks in tropical conditions.
Tors characteristic of granitic areas, i.e. the ones of the Karkonosze Mountains
and the Jelenia Géra Basin, belong to such mezoforms of basin slopes. In spite
of appearances, the bottoms of basins are not perfectly even. Both the granitic
knobs, i.e. the ones discovered when boring and those occurring as rather low
hills of small, domed inselbergs, exist within their limits. They were described
several times from the northern part of the Jelenia Goéra Basin (Schwarzbach



Fig. 10. Meander character of the B6br and Stara Kamienica rivers and their valleys
passing hard knobs of bed-rock composed of granite and gneiss (hachured area)
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Fig. 11. Stages of development of granite tors and domed hills at the bottom of the
Jelenia Géra Basin due to intensive chemical weathering in the Tertiary

1— monolithic granite, 2 —granite loosened with interstices of joints, 3 — weathering waste
(saprolite and regolith). A —initial stage, B — basin bottom in tropical climate stage, C —
contemporary relief of basin bottom
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14 A. Jahn

1942). Some of them were transformed by glaciers actions (Jahn 1952). The
course of rivers, i.e. the Bobr River in the Jelenia Géra Basin or the Kamienna
River in the Stara Kamienica Basin (Fig. 10) testifies to the existence of those
knobs. Rivers form characteristic meanders which may be defined as pseudo-
meanders, i.e. the structure controlled meanders. A section (Fig. 11) and map
(Fig. 12) show the origin and evolution of those meanders. The deep weathering
is faster in closely jointed rocks. The meanders differ from the typical ones,
among other things, in the fact that inclinations of their slopes frequently
appear contrary to what takes place in river meanders, i.e. their inner slopes
are steep, and the external ones are gentle.

Fig. 12. Formation of meanders (structure controlled meanders) of the Bébr River by
adapting of the river to subsurface knobs of granite bed-rock

1 — initial stage of river on the surface of weathering products, 2 —stage of river after
skeletonizing hard knobs of bed-rock

Not only basins but also mountain ridges were affected by the process of
chemical weathering. Granitic slopes of the Karkonosze Mountains (Jahn 1962)
were formed in this way as subsurface forms remaining in a thick waste mantle
and regolith till now. As the height of tors shows the weathering reached 20-
30 m below the external surface of the mountains.

MORPHOLOGICAL PLANATION SURFACES

The Sudetic morphological planation surfaces are very difficult to reconstruct
because all that region was affected by several block movements. Each block,
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either tectonically uplifted or lowered, destroyed the morphological order
deriving from the climate. It can be seen particularly well in the Main Intra-
sudetic Fault line. It clearly changes the position of planation surfaces lying to
the North and South of it (Fig. 13). Not the Fault line but lithological reasons,

s 4 : N

Fig. 13. Relation of high morphological planation surfaces of the Western Sudetes to
geological structure of this part of the mountains (for position of profiles see Fig. 1)

A — profile of interfluve Kaczawa-Skora-Bobr, B — profile of interfluve Bobr-Kwisa; 1— gra-

nite and gneiss of the Karkonosze and Izerskie Mountains and the Izerskie Foothills, 2 —

schists, 3 — Old Palaeozoic formations, 4 — Permian and Triassic, 5 — Cretaceous, 6 — basalt;
P, and P, — morphological planation surfaces

chemical differences in rocks resistance are the causes of morphological changes.
Nevertheless, certain general features testifying to the fact that high Sudetic
levels developed in the conditions of a tropical climate remained. According
to the author’s conception set forth earlier (Jahn 1953) three basic levels,
denoted here with letters P,, P, and P;, can be distinguished in the Sudetes.
The oldest one corresponding to the mountains summit plane (P,) is the Old
Palaeogene plane. A younger one is the Oligocene level, or very likely the
Lower Miocene one (P,), and, finally, the youngest one is the Pliocene level
(P;) (Fig. 14). Their pattern presented in a very simplified way appears as
a pencil of lines parting from the Sudetes margin deep into the mountains
(Fig. 15). The highest level recalls the least concave inclined plane of the most
constant inclination. The concavity of profiles deepens in the younger levels.

The fact that it is just intertropical rivers that have the least concave profiles
is well-known. Deepening of the profile, working out concavity of erosional
graded curve is a phenomenon typical of the temperate climates rivers. Testi-
fying to this is a comparison by Louis (1973) who compared the profiles of
intertropical African rivers (the Ruvuma River in Tanzania) with those of the
Central European rivers (the Rhein, the Elbe). The Palaeogene Sudetic rivers
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and the planation surfaces levels corresponding to them exhibit, then, typical
features of intertropical morphology.

The high Sudetic morphological levels are inclined in two directions, i.e., a)
generally from the South to the North, from the mountains interior to its

m, A
1000{ Karkonosze Mts
5 - _P,
800 Y N Kaczawsiue Mis
600

400 Com, = . P P,

200 e

800 ; - P
600 MR
400 Wiy

200

Awisa Hiver

Fig. 14. Pattern of morphological planation surfaces of the Western Sudetes (P, P;, P3)

and their relation to Oligocene (Ol) and Pliocene (Pl) sediments and to contemporary

profile of those valleys. Pointers indicate position of morphological barriers (for
position of profiles see Fig. 1)

A — profile from the Jelenia Goéra Basin to the Sudetes edge near Grodziec, A, — variant of A
profile along the Bébr River right bank to Bolestawiec, B — profile from the Mirsk Basin along
the Kwisa River to Nowogrodziec

margin, and b) in the direction of the basins. The basins are seemingly a feature
of the mountains interior morphology which disturbs the consistent levels.
In other words, the Sudetic planation surfaces stretch over the basins, skip
them and, simultaneously, bend in the basins section. This fact can be well-
observed in the P, level strike from the Karkonosze Mountains to the Kaczawa
Foothills. The level’'s continuity is represented by the Rudawy Janowickie

R
h

P3

Fig. 15. Diagram of morphological pattern of Sudetic levels. Position of mountains
edge is marked with a pointer P;, P;, P; — planation surfaces
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Range — this fact has been already noticed by Cloos (1925) — because their tops
fall consistantly to the North. On the other hand, levels come down in relation
to the Jelenia Goéra Basin. which can be noticed exceptionally well in the strike
of P, (Fig. 16).

&
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Fig. 16. Position of morphological planation surfaces—P; and P, between the Karko-
nosze and the Kaczawskie Mountains (C—C in Fig. 1)

A — profile from the Kowary Pass along the Rudawy Janowickie Ridge, B — profile from
Borowice through the Jelenia Goéra Basin (Stanisz6w Hills)

It follows, then, that the Sudetic Basins did not exist in the period of the
oldest Sudetic planation in the Older Palaeogene and that they were formed
due to the above-mentioned morphological-climatic processes when relief was
adapting itself to the existing tectonic lines during the Palaeogene and Neogene.
The changing climate created better and better conditions for the formation of
a ‘normal’, i.e. concave erosional river curve. Contemporary longitudinal river
profiles are the examples of such a curve.

MORPHOLOGICAL BARRIERS

When observing the profiles of those rivers one should pay attention to
their one more specific feature. They are not uniform but consist of several
concave sections. The profiles are slightly inclined in the basin sections, but the
stream gradient increases considerably in the sections between basins. As
a result the profiles assumed the shape of steps or tiers. The following profiles
can be distinguished: two-step ones as the Bébr River, the Bystrzyca Dusznicka
River and the Nysa Klodzka River, one-step ones as the Kwisa River and the
Bystrzyca Swidnicka River, and uniformly concave profiles without steps as
the Kaczawa River (Fig. 17).

Each step is a certain morphological threshold, a local denudational base as
Walter Penck understood it, or a ‘morphological barrier’ as we shall call it here.
By the notion of barrier we mean those clearly convex sections of the lon-
gitudinal profile of a valley where the erosive actions of river were restrained
for a longer period of time. The conformity of barriers to faults lines or a greater
rocks resistance attests to tectonical or lithological causes of the localization
of thresholds. But, as in case of the origin of basins, we shall not consider the
said rock conditions or factors as the immediate cause of barriers formation.

The fact that barriers were formed in the already existing Tertiary valleys
means that the hot climate conditions contributed to the preservation of the
barriers and that fact is born out by the lack of tropical rivers erosive capacity.
The thresholds are not gullied there, waterfalls and swift currents of the ‘sula’

2 Geografia Polonica
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Fig. 17. Simplified longitudinal profiles of main Sudetic valleys. Pointers indicate the
position of morphological barriers. Dashed horizontal lines and numbers indicate
position and absolute altitude of basin bottoms. For position of rivers see Fig. 1

A — two-step type, B —one-step type, C — uniformly concave type; KG — Kamienna Gé.rq,
JG — Jelenia Goéra, L. — Lezyce near Duszniki, D — Duszniki, Sz — Szczytna near Duszniki,
M — Mirsk, G — Gtluszyca

type (Zonneveld 1972) have persisted there for millions of years. Structural
thresholds and rock bars constitute important local erosion bases in tropical
conditions (Bremer 1971, 1975). It is most probable, then, that ungraded and
seemingly very young profiles of the Sudetic rivers are, in fact, very old, and
their breaks were formed as early as in the tropical stage of the development
of valleys. Such a conclusion agrees with the origin of basins which were also
formed as weathering-denudational tropical hollows. The Sudetic thresholds are
divided by basins of different levels.

The second conclusion arises from the character of valleys steps. Nowadays,
they are clearly rejuvenated and correspond to valleys gap sections. This reju-
venation might have been done by erosive actions, more precisely, by the actions
of headward erosion. To make it happen rivers had to regain their erosive ca-
pacity, which naturally requires a change of climatic conditions. The Sudetic ri-
vers, at the present stage of their development, attacked the steps of longitudinal
profile effectively. They damaged them and caused recession for at least the
whole Pleistocene. Nevertheless, those thresholds are so well-marked that the
Quaternary proved to be too short a period to make the removal of the longitud-
inal profile barriers possible, especially because, as geologists maintain, vertical
tectonic movements still persist in the old faults line in the Sudetes. Genieser
(1936) simply considered the thresholds in the Bobr and Kaczawa rivers basin
as the result of the Quaternary movements, which, as it later transpired, is not
true in the light of the interpretation presented here. To sum up the view on the
origin of forms called here ‘morphological barriers’ of the Sudetic valleys,



> piadl o
T g v

'4\.;-“1 *u.
) \







-
i B Al

A 0o
- 'L

f'.mm'wg:?

p Sy ek i
P s ey WS IS I
el ¥ s

Y

o







¢
o
|-J‘\
e
T
- o £

o R

.,

ol

WU

-

B

ISR A L
g ‘,‘: y

SeRs SRR APl

£
R Yo
;' '
o
et U T
A e
v -



P

.

‘?} a‘ﬁ fq%'f»'f’ )

.rlvf,.m.' o WPt

2 denivw
k - '.. tm\
o arbﬂ.s’im P
1 228 (b iwrcnoN

_«".; l'trru»)

saiy .tv‘hl




GEOGRAPHIA POLONICA 43, 1980

TYPES OF OUTWASH FORMS IN NORTH-EAST POLAND

MirostAw BoGAcCKI

Institute of Physical Geography, Warsaw University, Warsaw

INTRODUCTION

The differentiated activity of proglacial waters leads to the origin of various
outwash formations. There is a close relation between the outwash formations
and the quantity and the origin of the outflowing waters. Different forms
originate as a result of supraglacial streams activities, different in the zone of

Fig. 1. Outwash plains of north-east Poland

1 —outwash plains — upper level, 2 — outwash plains — lower level, 3 —outwash plains — with

no distinct levels, 4 — outwash trails (in some place crevasse formations), 5 — ridges, 6 — melt-

water valleys, 7 — troughs, 8 — the older moraine and glaciofluvial deposit islands in the out-

wash plains, 9 — the main marginal zones: I — Leszno Phase, II — Poznah Phase, III — Pome-

ranian Phase, 10 — other marginal zones, 11 — greater areas of forms connected with the de-

gradation of the dead ice (kame, the dead ice moraine), 12 — dunes, 13 —river valley bottoms,
14 — lakes, 15 —rivers, 16 — towns
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28 M. Bogacki

them, seem to prove that those are outwash planes of erosive-accumulative
character. They originated in the period of the glacier degradation during the
Pomeranian Phase. In connection with the change in the glacier front position,
and the change in the system of tunnels and crevasses through which the melt-
waters flowed aut, the ‘erosion base’ plane changed, which led to deposit cutting,
mainly in the upper stretch of the valley.

In the interstadial Bolling or Allerod, and in the Holocene, the lowest terrace
over the flood-land and the valley bed have been probably formed.

ELK OUTWASH

In the Masurian Lake District, the Etk outwash trail is morphologically the
best-developed one: it cuts through the whole lake district, and is drained by
the river Elk.

The thickness of the glaciofluvial deposits forming the Elk outwash trail is
changeable. In its distal part, between Elk and Grajewo, it reaches 20-30 m.
Gravels and sands fill here a deep crevasse, reaching up to deposits of Middle
Polish Glaciation. In the middle and the upper stretch the outwash thickness is
smaller, and locally is only 1.5-2.0 m (e.g. in the east of Elk — Fig. 2), and by
the Stradunskie lake, on the surface, erosive sheared boulder-clay appears.

Etk 1.’0 ~135m asl
122~ 4 /1 TR
123m 126-127Tm 'a }

’ |
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A | 8 5 B B R R
AHHEHHHE |'-'H"-""'v|-"|-|-H-l'|J
bt deded i'l-l-l-l'i-l'l'l‘l'l'.‘ fele
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Fig. 2. Schematic cross-section through the outwash planes

1 —river sands and gravels, 2 — thick glaciofluvial gravels and sands, 3 — very fine and dusty
glaclofluvial sands, 4 — boulder clay

The Elk outwash trail functioned all the time during the Baltic Glaciation
period. Because of that some few accumulative and erosive levels have been
formed, especially well-developed in the middle and distal sections. Those
levels are closely connected with particular phases of glaciation. The oldest
appear in the distal part of the outwash, while in the proximal direction, the
younger and newer levels appear all the time.

Level I stretches at the height of 117 to 123 m a.s.l, IT at 125-126 m as.l,,
and III at 130-133 m a.s.l. The morainic hills, surrounding the outwash, reach up
to 150-157 m a.s.l. Level I is composed of sands and gravels in the top, poorly
sorted out. In the southern direction, it turns into sandy islands in the proglacial
stream-valley of the river Biebrza, while to the north, it stretches as the lowest
outwash plane along the whole outwash trail. It merges with the marginal
area spreading to the west of the river Goldapia.

Levels II and III commence in the marginal area of the Leszno Phase close to
Grajewo, and gradually disappear to the south. There is no equivalent in the
northern direction. Level III is much damaged. Level II forms a compact sur-
face, slightly enlarging in the southern direction. The discussed levels, in their
proximal parts, are the erosive surfaces.
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The origin of the erosive planes in the marginal area of the Leszno Phase,
and just in its foreland, is to be related to the intensive outflow of melt-
waters, probably from the subglacial tunnel. Only in the further foreland,
where the fall of water was reduced and its transport force lost strength, in the
distance of 4-5 km from the glacier front, accumulation of the carried-out
material occured. Erosion was caused by the change in the situation of the
glacier front.

In the end of the Leszno Phase, the outwash plane spreading on the east
side of the Elk valley was accumulated. It is the highest level in that part of
the outwash trail. It reaches up to 131-126 m a.s.l. Hipsometrically, this plane
has no equivalent to the north or to the south. It appears that it joins with the
recessive moraines of the Leszno Phase occurring in the vicinity of Etk.

The next stage of the glaciofluvial outwash has been marked by formation
of the successive outwash level. It commences in the marginal zone of the
Poznan (Frankfurt) Phase and runs to the east of Elk, on the western side
of the Selment Wielki lake, and to the south of Elk it joins with the high level
which is situated on the north of lake Toczylowo. The root parts of that plane
reach the height of 140-145 m a.s.l, and in the distal part 125-126 m a.s.l
So it cannot be related with the above-mentioned high outwash level, because
it is lower than that.

Thickness of glaciofluvial deposits, forming that plane, show considerable
changeability. To the east of Elk it is 2-3 m, and near the height’s edge, clay
appears on the surface. On the west side of the outwash trail, north of Elk, the
plane in question is of the character of the erosive melt-water level. To the
south, the deposit thickness rise over 4 m.

To the north of lake Lasmiady, in an area of about 10 km, still younger high
outwash level appears, which joins with the marginal area of the Pomeranian
Phase.

Higher levels within the Etk outwash trail are not synchronous. On different
stretches they are of different heigths, and join with the stage disappearance
of the glacier (Fig. 3).

Grajewo
m n ]

“ al
& —

Fig. 3. Elk outwash trail. A scheme illustrating the connection between the outwash
and erosive planes with the phases of the Baltic Glaciation

OUTWASH PLAINS

Outwash plains occupy vast areas in north-east Poland. To the largest of
them belong Augustéw, Kurpie and Masurian outwash plains, with which the
Orzysz outwash in the north-east is connected.

AUGUSTOW OUTWASH PLAIN

On the prolongation of the Suwalki Lake District spreads a vast plain of the
Augustow outwash plain. Augustow outwash plain, south of lake Wigry, is
situated at the level of 149-151 m a.s.l. and consecutively reduces the level to
117-118 m in the south-east direction. The thickness of deposits forming the
Augustow outwash plain exceeds in many places 40 m. They fill a large depress-
ion, the bottom of which is formed by clays and sands of an older phase of
Middle Polish Glaciation, and in the southern part by the marginal loams
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fluvial waters accumulated gravels and sands. There is little to be said about
the original expansion of those deposits, because they are preserved in the
shape of islands only. Their distribution indicates that the glaciofluvial accu-
mulation at the decline of Middle Polish Glaciation took place on a very large
area.

The basic stage of the Kurpie outwash plain formation happened during the
consecutive phases of the Baltic Glaciation. At that time both fine and very
fine sands were accumulated. Segregation of the Kurpie outwash plain glacio-
fluvial deposits according to their age is very difficult on the vertical profile
as well as on the surface, because here occurred the overlapping of ever younger
deposits.

Accumulation on the whole area of the Kurpie outwash plain occurred, one
can imagine, only during the Pomeranian Phase (Fig. 4). The peripherial dep-
ressions were filled earlier with glaciofluvial deposits, on which overlapped
younger deposits. They are characterized by very fine granulation and homo-
geneous mineralogical composition (Bogacki 1967, 1969). Accumulation of those
outwash sands lasted longest in the eastern part of Kurpie Plain, and took
place during the final stages of degradation of the Pomeranian Phase glaciation.
The melt-waters running at that time over the surface of the low outwash
level which developed within the limits of Masurian Plain spread widely after
reaching the Kurpie outwash plain, accumulating very fine and dusty deposits.

Fig. 4. General scheme illustrating the regularity of glaciofluvial accumulation and

erosion

I — Leszno Phase, II — Poznan Phase (subphase), III — Pomeranian Phase; A — Extramarginal

outwash plains, area of accumulation and overlapping of the younger glaciofluvial layers over

the older ones, B — So called ‘hinge’ zone (transitional), C — The inner outwash plains, area of
the periodic glaciofluvial erosion

The erosive impulse towards the south was weaker and weaker as it
reached more or less the southern border of Masurian Plain. Because of that
the Kurpie outwash plain was not cut through by the melt-waters. The border
line between the Masurian outwash plain and the Kurpie outwash plain is like
a ‘hinge’ zone over which erosion took place, and below which accumulation,
as well as the overlapping of the ever younger glaciofluvial deposits, went on
all the time.

CONCLUSIONS

Taking into consideration the glaciofluvial outflow during the last glaciation,
the north-east area of Poland can be divided into two zones — external and
internal. The periglacial external zone is characterized by the scantiness of
outwash forms. Here originated only the extramarginal plain of Kurpie outwash
plain, and a row of distal valleys of melt-waters. The glaciofluvial waters, in
the external zone, used the earlier depressions on the old glacial area.

The main area of the glaciofluvial-water activities was the internal zone.
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Fig. 1. Annual course of the temperature at 1 pm, and of the maximum air tem-
perature characterized by the values of 25% and 75% of probability of their occurrence
at the stations at Ptaszkowa and Wysowa
1 — maximum air temperature, 2 — temperature at 1 p.m.
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Fig. 2. Annual course of the temperature at 7 am. and 9 pm. and of the minimum
air temperature characterized by the values of 25% and 75%s of probability of their
occurrence at the stations at Ptaszkowa and Wysowa
1 — minimum air temperature, 2 —temperature at 7 a.m., 3 — temperature at 9 p.m.






TABLE 1. Correlation coefficients (r) determining the relationship between the mean annual air temperature and some characteristics of maximum tempera.
ture, and the mean monthly air temperature at 1 p.m. in some chosen months on convex (1) and in concave (2) relief forms in the Lower Beskid

Mean monthly air temperature at 1 p.m.

Climatic elements -
IX X

and indices _,_!___ Ly o ! -

1 2 1 2 1 2 1 % 1 2 1 2 1 2

t, 0.963 0.942 0961 0.987 0973 0.977 0.971 0.965 0968 0969 0.960 0935 0.967 0.942

G 0.979 0.942 0.975 0.972 0.986 0.995 0.979 0.970 0.993 0.974 0.993 0.957 0.985 0.958

(g 0.960 0.989 0.845 0.946 0.870 0.969 0.846 0.948 0.875 0.965 0.917 0.961 0.962 0.989

v 0.964 0.899 0.991 0.957 0.990 0.934 0.986 0.905 0.993 0.914 0.983 0.916 0.971 0.910

\'% 0.943 0.862 0.994 0.958 0.997 0.960 0.991 0.945 0.995 0.932 0.979 0.897 0.961 0.880

VII 0.936 0.885 0.994 0.972 0.995 0.962 0.999 0.989 0.995 0.967 0.971 0.859 0.950 0.871

IX 0.960 0.964 0.978 0.978 0.991 0.994 0.980 0.987 0.997 0.996 0.993 0.994 0.972 0.959

X 0.983 0.918 0.953 0.889 0.965 0.965 0.946 0.879 0.980 0.914 0.997 0.995 0.980 0.971

XI 0.996 0.906 0.926 0.853 0.939 0.951 0.921 0.880 0.949 0.886 0.975 0.955 0.991 0.967
Number of days with:

Tmax < 0° —0.984 —0.900 —0.945 —0.890 —0.963 —0.971 —0.956 —0.900 —0.966 —0.910 —0.974 —0.971 -—0.986 —0.960

A= 1252 0.910 0.901 0.961 0.982 0.983 0.965 0.977 0.969 0.974 0.956 0.955 0.896 0.944 0.900

Tmax > 30° 0.842 0.810 0.868 0.935 0.905 0.852 0.889 0.938 0.895 0.894 0.894 0.708 0.891 0.755

Note: In the present paper correlation coefficients (r) are significant at the following levels: 1) on the convex forms: r > 0.75 on the 0.1%, r = 0.62-0.75 on 1%, r = 0.5-0.62 on 5%, 2) in the

concave forms: r > 0.80 on the 0.1%, r = 0.70-0.80 on 1%/, r = 0.59-0.70 on 5%.

Abbreviations: ¢ — mean annual air temperature, fr, — mean annual maximum temperature, ¢,y -— mean monthly maximum temperature.
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TABLE 2. Dependence of the mean monthly maximum temperature (y) on the mean monthly
air temperature at 1 h p.m. (x) in the Lower Beskid range

Convex relief forms Concave relief forms

Parametr y = T~ T i s
Equation of regression r +b  Equation of regression r +b

I y = 1.07+0.88 x 0960 0.4° y=0.85x+0.81 0.989 0.1°

10% y = 2144096 x 0991 02° y=089 x+2.73 0.870 0.3°

v y =1.944+0.99 x 0997 0.1° y=0.92 x+2.74 0.934 0.4°

VII y=162+x 0999 0.1° y=091 x+3.39 0.936 0.3°
IX y=152+0.99 x 0997 0.1° y=x+122 0.941 0.3°

X y=117+1.01 x 0997 0.1° y=1.02 x+0.86 0.944 0.3°

XI y =137+094 x 0991 0.2° y =091 x+1.62 0971 0.2°

b — standard error of unknown value.

The monthly mean temperatures at the second observation hour may also
be useful for calculating the frequency of days with characteristic air tem-
peratures in a year (Tables 1 and 3). The best results are obtained for the
number of frost days (tpa.x <<0°) and of hot days (ty.. > 25°), which are
closely correlated with the mean temperature at 1 p.m. in each month (the
majority of r>>0.9). The number of very hot days (tmax ~>30°) can be de-
termined by the above-mentioned method only by means of the data at 1 p.m.
from the months from April to September. In Table 3 equations are given, from
which some annual characteristics of maximum temperature can be obtained
with the highest accuracy. It is an astonishing fact that in the computation of,
for example, the absolute maximum air temperature, or of the number of days
with t.. >>30° on convex relief forms the temperature at 1 p.m. from the
winter months should be used, while in the concave forms —the temperature
at 1 p.m. from the warm half-year should be used.

CORRELATION BETWEEN THE MONTHLY MEAN TEMPERATURE AT 7 AM.
AND 9 P.M. AND THE MONTHLY MEAN MINIMUM TEMPERATURE

The monthly mean temperatures at 7 a.m. on convex relief forms reveal
weaker relationships with the annual mean air temperature and with the
annual mean minimum temperature compared with the corresponding relations
for the evening observation hour at 9 p.m. (compare Tables 4 and 5).

When intercorrelating the mean monthly temperature at 7 a.m. in the course
of a year it was found that insignificant results (at a level <5%) and less
accurate ones (at a significance level of 1-5%) are obtained when, in the de-
termination of monthly mean minimum temperatures in the remaining months,
the mean temperatures at 7 a.m. in September are used for convex forms,
and for concave ones —in October and May. Similar calculations carried out
using the monthly mean temperature at 9 p.m. for September and October alone
turn out to be unsuitable for convex forms.

As was pointed out in earlier papers, in the Low Beskides the latter months
are characterized by the greatest contrast in the distribution of minimum tem-
peratures on the convex relief forms and in the concave ones (Hess et al. 1976,
1977). Thus, in September slight frosts occur occasionally on convex forms, while
at the bottoms of valleys they are a rule (Fig. 3). In such places, lying above
450 m a.s.l, the probability of the occurrence of frosts exceeds 10% and the
temperature falls may reach —6°, —8°.



TABLE 3. Dependence of some chosen characteristics of the maximum and minimum air temperature on the mean temperature at the observational hours:
7 a.m,. 1 p.m. and 9 p.m. in the Lower Beskid range

Parameter y

Convex relief forms

Concave relief forms

Equation of regression r ;75 Equation of regression r +b
Absolute minimum of air temperature Y = —2,23 to.xn— 34.87 —0.645 1.0° y = 0.72 tg.vn—23.9 —0.535 1.1°
Number of days with fmi,, < —20° y =?.79 to.vi—8.54 A “70.726 0.’97 y = 39.98—3.38 #7.1x —0.819 1.1
7771,,,.,. < —10° y = 72.27 to—2.83 t9.vii P —0.950 0.4 y = 149.25—11.76 t;.1x —0.974 1.3

tmin < 0° y = 152.78—10.41 t7.xu —0.988 1.8 y = 857.1—47.0 t7.vn —0.979 3.0

tmin < 0°, tmax > 0° y = 4.19 t5.v+28.04 0.793 44 y = 346.2—18.62 t7.v1 i —0.861 3.6
Duration of frostless period (in days) ¥ = 6.05+15.05 t7.1x 0.939 33 y = 60.26 t7.vi;—787.8 0.991 2.6
Average date of the first slight frost y = 209.15—6.13 t7.vin —0.886 2.6 y = 3;?8—18.4 tyax —0.878 4.7
Average date of the last slight frost y = 210.79+7.27 t7.x 0.929 1.8 y = 35.32 t7.vi1—272.6 0.942 4.0
Absolute maximum of air temperature o~ y = 1.34¢ 1+35.76 0.893 0.7° y = 1.82¢, vyn—4.56 0.852 0.4°
Number of days with fm.: < 0° y = 50.02—11.86 ¢4 xn —0.994 1.0 y =2775—-14231, v —0.971 2.9
e S 7487 y = 6.67 t;.vi—101.4 0.9847ﬁ» 2.1 i= 9.3; t;;,vA.:ISS.l 0.996 0.6

tmax > 30° y = 1.25¢t; xu+3.29 0.909 0.6 y = 1.65 t;.viu—32.0 0.973 0.3

b —standard error of unknown value.



TABLE 4. Correlation coefficients (r) determining the relationships between the mean annual air temperature and some characteristics of minimum tempera-
ture, and the mean monthly air temperature at 7 h a.m. in some chosen months on convex (1) and in concave (2) relief forms in the Lower Beskid range

Mean monthly temperature at 7 a.m.

Climatic elements

and indices L v v VII IX X XI
1 2 1 2 1 2 1 2 1 2 1 2 1 2

0.965 0.980 0.914 0.869 0.848 0.651 0.827 0.974 0.483 0.884 0.738 0.776 0.982 0.944

t, 0.960 0.958 0.965 0.974 0.934 0.821 0.918 0.971 0.672 0.930 0.882 0.849 0.961 0.924

trmn 1 0978 0986  0.951 0.905 0.902 0.682 0.873 0957 0.641 0.980 0.901 0.776  0.968  0.938

tmn IV 0.915 0.932 0.936 0.901 0.886 0.655 0.862 0.985 0.538 0.822 0.774 0.680 0.930 0.848

v 0.860 0947 0.898 0.940 0.881 0.705 0.879 0.996 0.633 0.884 0.803 0.724 0.863 0.877

VII 0.914 0.951 0.953 0.943 0.935 0.730 0.925 0.990 0.696 0.906 0.881 0.773 0.908 0.910

X 0.670 0.956 0.784 0.965 0.846 0.743  0.861 0.973 0.896 0940 0.908 0.741 0.639 0.875

X 0.758 0.957 0.879 0.975 0.908 0.857 0.890 0.949 0.807 0.944 0.932 0.891 0.743 0.937

X1 0.979 0.987 0.935 0.878 0.879 0.694 0.855 0.958 0.540 0.931 0.796 0.842 0.993 0.983

Number of days with

tmin < —20° 0.576 —0.647 0.387 —0.814 0331 —0.771 0.364 —0.665 0453 —0.819 0.140 —0.711 0.620 —0.673

tmin < —10° —0.858 —0.962 —0.735 —0.932 —0.629 —0.722 —-0.604 —0.964 —0.262 —0.774 —0.598 —0.793 —0.856 —0.934

tmin < 0° —0.982 —0945 —-0.957 —0916 —0.915 —0.722 —-0.903 —0979 —0.622 —0.850 —0.832 —0.777 —0.988 —0.902

tmax > 0% tmin < 0° 0.726 —0.745 0.554 —0.856 0.425 —0.606 0.412 —0.860 0.238 —0.658 0.301 —0.436 0.724 —0.566
Duration of the frostless

period (days) 0.617 0948 0708 0.899 0.793 0.610 0.835 0.991 0939 0.899 0.865 0.656 0.575 0.871

Abbreviations: f — mean annual air temperature, #,;n — mean annual minimum temperature, fms — mean monthly minimum temperature.



TABLE 5. Correlation coefficients (r) determining the relationships between the mean annual air temperature and some characteristics of minimum tempera-

ture, and the mean monthly temperature at 9 p.m. in some chosen months on convex (1) and in concave (2) relief forms in the Lower Beskid range

Mean monthly air temperature at 9 p.m.

Climatic elements

. 1 IV \Y VII IX X X1
1 2 1 2 1 2 1 2 1 2 1 2 1 2
1, 0.958 0.995 0.992 0.979 0.973 0.987 0.970 0.983 0.948 0.995 0.934 0.985 0.995 0.957
Lrmn 0.928 0.928 0.936 0.915 0.915 0.897 0.919 0.925 0.969 0.927 0.966 0.972 0.947 0.933
tm. 1 0.961 0.951 0.912 0.929 0.887 0.914 0.874 0.957 0.927 0.953 0.956 0.948 0.943 0.916
v 0.890 0.947 0.965 0.977 0.944 0.920 0.956 0.960 0.971 0.947 0.962 0.941 0.945 0.898
\Y% 0.822 0942 0.882 0.961 0.870 0900 0.897 0.952 0.961 0.940 0936 0955 0.866 0.919
VII 0.870 0.943 0.890 0.945 0.863 0.903 0.878 0.939 0.952 0.940 0.952 0.972 0.891 0.948
10.¢ 0.589 0917 0538 0930 0.509 0865 0.536 0940 0.711 0.918 0.715  0.931 0.570  0.885
X 0.687 0.915 0.672 0.888 0.626 0.891 0.649 0.909 0.791 0.916 0.836 0.966 0.683 0.924
XI 0.966 0986 0978 0944 0.960 0978 0.949 0.961 0947 0985 0947 0995 0.990 0.978
Number of days with
tmin < —20° 0.606 —0.543 0.665 —0.508 0.703 —0.458 0.685 —0.535 0.538 —0.538 0.425 —0.663 0.673 —0.662
Imia < —10° —0.904 —0929 —0.922 —0.909 —0.948 —0.879 —0.950 —0.924 —0.944 —0.927 —0.924 —0.956 —0.909 —0.938
Imin < 0° —0.956 —0.955 —0.964 —0.957 —0.944 —0.937 —0.938 —0.948 —0.952 —0.953 —0.938 —0.974 —0.981 —0.941
tmax > 0, tmin < 0° 0.778 —0.725 0.766 —0.827 0.793 —0.664 0.766 —0.798 0.658 —0.729 0.625 —0.717 0.789 —0.634
Duration of the frostless
period (days) 0.527 0.947 0.433 0.968 0.406 0.894 0.430 0.960 0.610 0.945 0.592 0.937 0.489 0.912

Abbreviations: f, — mean annual air temperature, fym, — mean annual minimum temperature, f;,, — mean monthly minimum temperature.
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The above facts have a bearing on the differences in the values of correlation
coefficients on the convex and in the concave relief forms, as given in Table 4.
The bottoms of concave relief forms constitute cold reservoirs in September,
all over the vertical profile of the mountains, and in these at 7 a.m. the thermal
stratification, typical of the night, has not yet been effaced by the influence of
radiation; on the other hand, on the concave forms situated at various altitudes
relatively to the valley’s bottom and representing diverse microrelief conditions
the temperature values in the morning after the beginning of insolation are
influenced by local factors.
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Fig. 3. Probability of the occurrence of minimum air temperature below determined
values in September in the Lower Beskid range

In May and October the correlation between the temperature at the mor-
ning observation hour and the daily minimum is weaker in the concave forms
than on the convex ones. On the contrary, the air temperature distribution at
9 p.m. (at the night’s beginning) reveals all over the vertical profile of the
mountains in May and October higher correlation coefficients with the minimum
temperature in concave forms than on the convex ones (Table 5).

In the distribution of correlation coefficients of the mean temperature at the
morning and evening observation hour with the mean minimum temperature
in the same months a seasonal differentiation can be noticed. From November to
April, irrespective of relief form category, they are decidedly higher and mor.
stable (r > 0.95) than in the remaining period of the year (Table 6).

The determination of the absolute minimum temperature on the basis of
monthly mean values at 7 a.m. and 9 p.m., as in the case of the number of days
with tn, << —20° does not yield satisfactory results (Table 3). However, fixed
times data can be successfully used in the computation of the frequency of
days with strong frost (ty, << —10°), with frost (tmax <<0°) and with slight
frost (tmax = 0°, tmin << 0°), as well as the determination of the duration of the
frostless period. For this purpose the mean monthly temperatures at the
morning and evening observation hour from May to September are applicable.
So far as the determination of the duration of the frostless period is concerned
it should be pointed out that the mean monthly temperatures at 7 am. and
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TABLE 6. Dependence of the mean monthly minimum temperature (y) on the mean monthly
temperatures at 7 a.m. (x) and at 9 p.m. (x’) in the Lower Beskid range

Convex relief forms Concave relief forms

Parameter y — T Z
Equation of regression r +b  Equation of regression r +b

1 y —084 x —3.14 0978 0.2° y—124 x — 1.32 0.986 0.1°

y =071 x'-4.39 0.961 0.3° y =107 x' — 297 0.952 0.3°

v y =087 x-1.62 0.936 0.4° y=163 x — 6.21 0.901 0.3°
y =052 x'~1.10 0.965 0.4° y =081 x'— 3.25 0.977 0.3°

\Y y =070 x —-0.16 0.881 0.4° y=197 x — 1447 0.705 0.3°
y =040 x'+2.28 0.870 0.7° y =080 x'— 261 0.900 0.6°
VII y=0.69 x +1.67 0.925 0.3° y = 3.61 x —44.50 0.990 0.04°
y =043 x'+5.08 0.878 0.6° y =087 x'— 2.24 0.939 0.4°

IX y =076 x +0.52 0.896 0.4° y =238 x—-17.01 0.940 0.2°
y =039 x +3.62 0.711  0.6° y=1092 x'— 323 0.918 0.5°

X y=091 x -1.14 0932 0.2° y=112 x — 3.11 0.891 0.3°
y =0.51 x’+0.40 0.836 0.6° y =087 x'— 2.65 0.966 0.2°

XI y=092 x—-144 0.993 0.1° y=102 x — 1.94 0.983 0.1°

y =079 x'—1.81 0990 0.2° y=094 x* —242 0978 0.1°

b — standard error of unknown value.

9 p.m. throughout the year permit its computation with a high accuracy for
concave forms (r from 0.8 to 0.97). For convex forms similar calculations can be
carried out only on the basis of monthly means at 7 a.m. from June to October.

THE APPLICATION OF SITE READINGS IN THE EVALUATION
OF MESOCLIMATIC CONDITIONS IN MOUNTAINOUS AERAS

The most detailed picture of mesoclimatic conditions in the highlands has
been obtained hitherto on the basis of the probability of the occurrence of
extreme temperatures of specified values in diverse categories of relief forms
(Hess et al. 1976, 1977). Considering, however, that the contrast of climatic
conditions between these categories is determined by the fluctuation range
of extremes in a many-year period and by the frequency in the highest and low-
est intervals, it has been resolved to analyse the possibility of using in the
characterization the extremes only within the upper and lower decil and in the
lower < 5% and upper > 95% quantile. Special attention has been given to the
relation between these site readings and the mean temperatures at the three
observation hours. Thus, the correlation dependencies of the decil and quantile
values of the mean maximum temperature on the monthly mean at 1 p.m.
were calculated as well as those of the similar characteristics of the mean
minimum temperature on the monthly mean at 7 a.m. and 9 p.m. For example,
the data for February — the month with a high variability of thermal con-
diitons in a many-year period and of July, as the month representative for
the thermal conditions in summer, were examined. Higher correlation coeffi-
cients were obtained for July than for February, because in winter the effect
of the advective factor upon the course of air temperature is greater. It has
also been found that, when investigating the relation between the monthly
mean temperatures at fixed times and the extreme values within the lower



TABLE 7. Relationships between the mean values of temperature at 7 a.m., 1 and 9 p.m. in some chosen months, and the values of extreme temperatures
within the lowest and highest decils in the Lower Beskid range

Convex relief forms Concave relief forms

Parameter y —

Equation of regression r +5 Equation of regression r +b
Value of ry.x within the lowest decil (< 10%)
—in II Y10 = 0.807,—5.57 0.839 0.7 Y10 = 0.51#,—6.13 0.655 0.6
—in VII Y10 = 1.11 £, —6.83 0.956 0.7 ¥10 = 0.81 £, —0.009 0.917 0.3
Value of fm.x within the highest decil (> 90%)
—in II Yoo = 1.147,+8.83 0.889 0.8 Y90 = 1.557,+8.16 0.962 0.2
—in VII Y90 = 0.937,4+8.64 0.964 0.5 Yoo = 1.01 #,+6.72 0.951 0.2
Value of 7,n within the lowest decil (< 10%)
—in II (1) Vio = —21.8—1; —0.532 0.7 Y10 = 1.66 1, —11.70 0.839 0.5
—in II (2) Yio = —20.3—0.92 1, —0.673 0.7 Yio = 1.401,—14.56 0.777 0.6
—in VII (1) Yio = 0.84 1;—4.78 0.872 0.4 Y10 = 3.841,—52.30 0.995 0.1
—in VII ) V10 = 0.58 15— 1.34 0.904 0.6 Y10 = 0.92 75— 7.43 0.939 0.4
Value of 7mia within the highest decil (> 90%;)
—in II (1) Yoo = 7.1841.33 17 0.937 0.3 Yoo = 0.67 1;+4.17 0.800 0.5
—in II (2) Yoo = 4.41 41, 0.953 0.3 Yoo = 0.67 15+ 3.41 0.869 0.5
—in VII (1) Ys0 = 6.25+0.64 t5 0.872 0.4 Yoo = 3.63 1,—40.85 0.995 0.1
—in VII (2) Y90 = 10.5940.33 ¢, 0.677 0.9 Yoo = 0.90 15+ 1.28 0.970 0.3

b — standard error of unknown value.
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Fig. 1. Distinguished types of the weather
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types of warm weather

types of transitional weather (ground frosty)

types of frosty weather
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Fig. 2. Arrangement of pentads by means of the ‘Wroclaw dendrite’ method (A-F —
typological classes)
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56 A. Wos

In all other parts of the region climate C occurs only in the second half-year
from the end of season F till the begining of season A. All the remaining
seasons may be found only in definite regions of North-West Poland and do
not exhibit any tendency to appear twice a year.

In the light of the above facts it is clear that particular places are char-
acterized by specific seasonal structures. Thus it seems appropriate to make
an attempt at ordering all the localities investigated according to their seasonal
structures, i.e. climatic conditions occurring in those places. The results of the
ordering have been shown in Fig. 4.

Kobylec
SYCOREEE Gniezno Sliwice
Inowroctaw Poznan Walcz
Gorzow Wikp Koto Otrias:
Szamotuly Pawlowice 2 e A
Swiebodzin Kalisz
Srem kodz
Sieradz Szprotawa
Wielun Legnica
Wroclaw
Slubice L's:k
Szczecinek ( : Resko ;-??0”*
Chojnice . Szczecin St ‘:)sk
\'\( Gdansk
Kartuzy
Koszalin
Kolobrzeg

teba
Rozewie

Zielona Gora

Swinoujscie

Fig. 4. Types of seasonal structure of the climate occurring in Nort-West Poland
(A, B,..—climatic seasons, I, II, III ..— types of seasonal structure of the climate)

Altogether, nine types of the seasonal structure of climate have been dis-
tinguished with information on their occurrence in individual localities. Partic-
ular types of seasonal structure of the climate have been numbered from I to
IX,

According to the number of climatic seasons distinguished in the year it is
possible to establish three groups of seasonal structures. The area of North-
West Poland comprises regions where one may easily observe four, five, or six
climatic seasons. The division of the year into four seasons is visible in types
VII and IX. The only difference between them is that in type IX every season
differs from the other ones, every one exhibits unique characteristics as to the



Annex 10 the articie by T Lijewski  Geographus Polonics 43, 1980

towns and formaer county towns

50
s Toruhd - voivodship towns
Kutno  — other central places
Passengers in 1000

PWN Warszswa 1980

Fig. 1. Central places 49 ikianipbfil ok Jelaborated by T. Lijewski)
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frequency of particular weather types, whereas in type VII weather conditions
characteristic of season C occur twice a year.

The division of the year into five climatic seasons is most often recorded in
the majority of localities in North-West Poland. An increase in the number of
seasons occurs in the first half-year only, that is during spring months. Types
I, III, IV, V, VI are characterized by five climatic seasons. A detailed pattern
of particular seasons has been shown in Fig. 4. In types I, III and IV no season
reccurs in the same year, whereas types V and VI are distinguished by a twofold
occurrence of season C in the same year. Types II and VIII are characterized
by 6 distinct climatic seasons. In the former no season reappears, whereas in the
latter, season C occurs twice during the year.

The analysis of the spatial extent of particular types of the seasonal structure
of climate made it possible to draw a map showing in a clear and simple way
areas exhibiting specific seasonal structures of climatic conditions (Fig. 5).

Legnica
3

Wroclaw
N

Fig. 5. Geographical extent of distinguished types of seasonal structure of the climate
(I, II, III, .. —types of seasonal structure of the climate)
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62 B. Olechnowicz-Bobrowska

et 545 mm dans la partie sud-est du pays. Il est frappant de constater sur les
cartes une faible variabilité dans I'espace de ce trait climatique sur le territoire
polonais. Ceci résulte probablement de I'omission du facteur vent dans la for-
mule. Les valeurs de I'indice: évaporation potentielle/précipitations, pour la
période avril-septembre, se situent entre 1,1 sur la coéte Baltique ou 1,2 au sud
de la Pologne, et 1,6 sur la plaine de la Pologne centrale.

K. Wojciechowski (1968) a aussi étudié I'évaporation potentielle en Pologne
en l'appelant “évapotranspiration potentielle”. Pour calculer les moyennes an-
nuelles il a appliqué la méthode empirique de Thornthwaite. Selon cet auteur les
moyennes annuelles en Pologne se situent entre environ 560 mm pour la région
lacustre de Suwalki au nord-est et 620 mm en Grande-Pologne, en Basse Silésie
et dans la région Subcarpatique.

En plus des travaux déja cités concernant ’ensemble du pays, il faut signa-
ler aussi les travaux réalisés a I'échelle régionale ou locale.

METHODE

Il semble bien que pour calculer 'évaporation potentielle la méthode com-
binée soit la plus adéquate. Cette méthode tire ses origines de celle de Penman
(van Bavel 1966). Elle permet de déterminer I'évaporation potentielle d'une
fagon exacte, car elle est basée sur les lois physiques fondamentales. Ces lois
sont définies par I'’équation du bilan d’énergie et par les équations aérodyna-
miques décrivant les transferts de chaleur et de vapeur d’eau dans la couche
limite de surface.

La définition de I'évaporation potentielle ainsi déterminée est la suivante:
I’évaporation potentielle constitue la quantité d’eau qui pourrait étre reconduite
sous forme de vapeur d’eau dans 'atmosphére si la surface limite entre I’atmo-
sphére et son substrat était constamment humide. On suppose a la fois que les
conditions météorologiques existantes (comme la température et le déficit de
saturation de l'air, la nébulosité, la vitesse du vent), ainsi que les propriétés
physiques du substrat (comme la température de la surface active, sa structure
géométrique, son albedo), sont inchangées.

11 est évident qu’en réalité ces suppositions ne peuvent étre réalisées, car tout
changement d’humidité a la surface limite entraine la modification d’un ou de
plusieurs des parameétres mentionnés. Malgré cela, une telle détermination
permet d’obtenir des valeurs bien définies, et par 13, comparables.

L’évaporation potentielle ainsi définie depend des facteurs suivants:

a) l'apport d’énergie a la surface limite par rayonnement et par conduc-
tion — ce dernier terme du bilan thermique, étant donné ses faibles valeurs
numeériques, peut étre omis, surtout pour les périodes suffisamment longues;

b) le gradient vertical de I'hnumidité de I'air au-dessus de la surface limite;

c) le gradient vertical de la vitesse du vent;

d) le gradient vertical de la temperature de I'air.

L’équation de I'évaporation potentielle s’écrit ainsi:
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L’evaporation potentielle 65

Dans le climat maritime, représenté par Gdynia, le pourcentage du terme
radiatif E” dépasse 50% d’avril & aott; ce n’est qu’a partir de septembre que le
terme aérodynamique E” domine. En octobre, le pourcentage de E’ tombe méme
jusqu’a 20%, ce qui est probablement d{i aux vents relativement forts prédomi-
nant en automne sur la cote Baltique.

Gdynia Leszno Tamow

80

10 i n

v Y A Y v ¥ A

Warszawa Suwalki Kudowa

70

ho —

40
30
20 ”
10 !
1\ Vi Vil X 1% i Vil X 1% Vi Vil X
Fig. 2. Les variations de I'indice E’/E pendant la saison de végétation

A Suwalki, représentant les conditions climatiques des régions lacustres,
on observe que, au début de la saison de végétation, le terme aérodynamique E”
est supérieur au terme radiatif E’. En mai E’ et E” sont a peu prés identiques;
par la suite, jusqu’au début de septembre, E’ prédomine. Mais cette superiorité
est toutefois trés faible: le pourcentage de E’ n’atteint les 60% qu’en juillet.

Les conditions climatiques de la Pologne centrale, représentées par Varsovie,
sont caractérisées par 1'égalité de deux termes E’ et E” en avril et septembre.
Le pourcentage de E’ varie entre 65% en juillet et 30% en octobre.

La station de Leszno présente un type légerement différent de I’évolution de
la structure de I’evaporation potentielle E. Le pourcentage du terme aérodyna-
mique E” y est beaucoup plus élevé qu’a Varsovie. Ceci est probablement dii
aux grandes vitesses du vent observées a Leszno. L'indice E'/E y est, méme

5 Geografia Polonica
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050

— P

Fig. 4. Les valeurs moyennes de l'indice LE/S en saison de végétation en Pologne

Pendant la saison de végétation, les valeurs moyennes de LE/S sont inférieu-
res a 1,0 et varient entre 0,45 dans les Karpates et les Sudétes et 0,65 dans la
plaine de Grande-Pologne. Sur la majeure partie de notre pays, les valeurs de
LE/S se situent entre 0,50 et 0,60, ce qui signifie que plus de la moitié de I’éner-
gie fournie par le rayonnement solaire serait utilisée pour 1'évaporation, si la
quantité d’eau accessible n’était pas limitée. Il est intéressant de relever la
présence de faibles valeurs de LE/S en montagne (inférieures a 0,50), bien que
le rayonnement solaire pendant la saison de végétation y soit réduit par rapport
aux autres régions du pays. Par contre, les valeurs relativement basses de LE/S
sur la cote Baltique sont dues sans doute a la forte insolation de cette région,
surtout dans la premiére moitié de I'été. Les valeurs assez élevées de LE/S que
I’on observe en Haute-Silésie, sont certainement conditionnées par une réduction
de l'énergie solaire, provoquée par la pollution de l’atmosphére. Des valeurs
proches se retrouvent aussi aux environs de Varsovie, dans la région lacustre
de Suwalki et en Pomeranie.

Contrairement a l'indice LE/S, dont les valeurs sont toujours inférieures
a 1,0, les valeurs moyennes de l'indice E/P sont, pendant la saison de végétation
généralement supérieures a 1,0; les sommes d’évaporation potentielle en Po-
logne sont donc supérieures aux sommes des précipitations atmosphériques pour

5%
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Fig. 5. Les zones d'évaporation potentielle en Pologne

http://rcin.org.pl



‘W:\'
uh “ -l,

| e
l‘".v[i“.A. ?," Vol

Y |
A




X "‘d padarhe
) A \.fi‘.'}"‘\




ot [DIB) 935 )

ot ;wg;-.v

e, b e R
.'0\3'.--'}0'_.'7_ 4
TR SR el B y dkand
' “‘!,.’.!"I :"‘# A -‘:) ;';v' 3;1:“ ¢

. s o ~
s b Ay

i 4455 SO
AT 1&«.‘.{" 1
o LS LA GNELYT T '

-5 . > L)
:;..’r','.'""  play “J ‘,"‘“i
et & N
| R e
AL oA 1} '}'

o e
< o B . ¥ N
R \" e "ﬁ
- - :
» 5. . » ‘ g
= .
: el
" L
N el 4
E b
Y% Y {

e e . = 4 'h':' - e
—_— 3 S
¥ Freah >
-
|
| -
| L A LA {
%‘ %! 7 e




\|



Agriculture-forest limit 73

3000 TATRY 3000
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Silesian nappe Neogene of foreland
Fig. 1. Physico-geographical zones of the Carpathians (after Gerlach, Hess, and Starkel
1967)

Climatic zones (characterized in the table below) are marked by shading and discerned by
mean yearly temperatures in intervals of 2°C. The tree symbols designate the zones of deciduos
foothill forests, of the lower and higher forest zones, of dwarf pine, and Alpine meadows

Explanations of causal profile (after Hess 1965)

Mean Mean Yearly Percentage
Cliiate Climatic altitude Natural yearly E)recnpﬂa- of <.iays
type 70013 at upper plant temperature tion total with
limit formation O (mm) snowfall
(m) at upper limit
Nival cold 2665 rocky summits -4 1625 85
moderately alpine
cold 2200 meadows -2 1750 77
Mgl very cool 1850  dwarf pine 0 1800 65
pluvial i
cool upper forest
1550 zone +2 1600 57
moderately lower forest
Pluvial- cool 1100  zone +4 1400 45
njval moderately warm mixed foothill
700 forest +6 1000 30
warm 250 +8 750 28

the resistance of rocks to weathering are best illustrated by cumulative curves
of slope angles calculated for medium sized catchment basins (5-15 sq. km) with
a uniform relief type (Fig. 2). In the Polish Carpathians three basic types of
landscape may be described: mountains, foothills, valley and basin bottoms
which occur in various climatic zones (Fig. 1).

(a) The mountain landscape type comprises ridges with narrow valleys
separating them by steep slopes (at more than 20°), with relative altitude be-
tween 250-350 m and more than 1000 m, consisting mainly of resistant rocks
(thick-bedded sandstones), in the Tatra Mts. granites and limestones, in the
Pieniny Klippen Zone — limestones, and more stony soils.

Among the mountain landscapes there may be discerned: the high mountain
type (with vertical intervals up to 1000 m, altitudes 1700-2500 m, occupied
the zones above the forest limit, with features of a glacial relief; modelled by
gravitational processes), the medium high mountain type with altitudes 1000—
1500 m (and vertical intervals 400-800 m, contained by the forest zones, with
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more rounded relief), and the low mountain type (altitudes less than 1000 m,
vertical intervals 250-350 m), protruding over the rounded summits of the
foothills.

(b) The foothill landscape type comprises wide hills and flat-bottomed val-
leys, with mostly gentle slopes (5-20°), with relative altitudes less than 300 m,
consisting mainly of less resistant shale-sandstone series. Within the foothill
landscape — according to lithology, depth of dissection and conserved planation
surfaces of varying age — it is possible to discern high, medium high, and low
foothills (Starkel 1972).

(c) The type of intermontane basins and valleys comprises flat, terraced ac-
cumulation plains consisting of river and slope sediments.

% of total area 9 of total area
100 B e
A a,"b Var
/[ ,I /
80 by ittt
/i
/sic J/d /e A
I ’
60 I," AT &0
/ il
i #£¥%S
L0 4 : / &0
,
L /
h / /
»
r ’
4 > S J
0 Y
10 20 30 4% O 10 20 30 L0 7
slope inclination slope inclination

Fig. 2. Cumulative curves of slope angles frequency for various types of surface
relief (based on the results from the paper by Starkel et al. 1973)

A. Cumulative curves calculated for selected representative areas: a — footslopes of Mt. Lopien
(Beskid Wyspowy), b — foothills exceping those of Nowy Sgcz district, ¢ — medium foothills
near Szymbark, d — valley of the LeSnica River (Gubaléwka Foothills), e — ridge of Mt. topien,
f — valley Jaszcze (Gorce Mts.)
B. Intervals of curves for: a—low foothills, b — medium foothills with mild slopes, ¢ —
medium and high foothils with steep slopes, d — low and medium high mountains with a pro-
portion of mild slopes, e — medium high and low mountains with prevalent steep slopes

The system of enumerated relief types is differentiated spatially. Figure 1
shows the zonal distribution of the regional units characteristic of the Western
Carpathians, where within the mountain limits the following are discerned:
Carpathian Foothills (with foothill relief), Beskids (medium high and low
mountain relief), Podhale (basin and foothill relief), and Tatra Mts. (high moun-
tain relief). Within the separate regional units of the Polish Carpathians the
percentages and the spatial distribution of the separate relief types may be
very varied. A considerable mosaic of relief types leads to a large variation in
land use. In the Beskids there mostly occur compact mountain groups with
steep slopes, where usually a single mode of land use (pastures and forests)
should be preferred, or isolated ridges with steep slopes protruding above rolling
foothill country. In the first case the limit of the mountain region, in the sec-
ond — the foot of a steep ridge will delineate a natural agriculture-forest
limit in the Carpathians, often lowered in regard to climatic conditions (some-
times even as low as 300 m altitude). Therefore the limit between the types of
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TABLE 1. Annual soil losses by slopewash in relation to slope angle and vegetation cover (accord-
ing to Gerlach 1966, 1976 and Gil 1976). Figures are in tons/ha

Slope angle Meca-  Woodland Farmland areas
classes nical . grassland ploughed grounds
d cc?mp osfl- mixed ;
per cent Y& thl‘l' o forest meadow pasture Winteg Foat
rees soils corn crops
<10 6 0.0005 0.001 0.010 0.054 36.0

10-20 11 medium up to 0.0015 up t0 0.003 up t00.030 up to0.162 up to 108.0
20-30 17 loam* up to 0.0028 up t0 0.005 up t00.050 up to0.302 up to201.0
>30 17 >0.0028 > 0.006 >0.050 >0.302 >201.0

* Medium loam (ca 40% of < 0.02 mm grain size fraction).

TABLE 2. Limiting slope angles of agricultural tool-and machine usage (according to Martini
1965, selected data)

Limiting slope angle

Type of machine or tool used across the slope upslope downslope

per cent degree per cent degree per cent degree

Plough 17 9 80 39 30 17
Seeder 15 8 60 31 30 17
Tractor (classic) 20 11 25 14 25 14
Combine harvester 15 8 25 14 25 14

TABLE 3. Displacement rates of soil turned up by plough (according to Czyzyk 1955). Figures

are in cms
Direction of ploughing
Slope angle - o~ bt T
¥l ﬁ;_);ipendlcu]ar to contour lines following contour lines
slice of earth turned up by plough
per cent degree — —
downslope upslope result downslope  upslope result
14 8 31 15 16 48 44 4
19 11 51 21 30 46 33 13
26 15 24 10 14 41 32 9
Mean 35.5 15.3 20 45 36.3 8.7

A further important occurrence on agriculturally utilized slopes, especially
in winter and early spring, is deflation on windward slopes and the deposition
of soil eolic material on the leeward slopes. The deposition of soil eolic material
in a zone of maximum deposition attains 350 m®/haly (Gerlach, Koszarski 1968).

The slope angle also decides the technical possibilities of soil tillage on slopes.
It is necessary to consider two aspects of this problem: 1) the feasibility of using
agricultural tools and machines at various slope angles, 2) the effects of using
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TABLE 4. Productive and hydrological properties of the soil cover in the Carpathians as connected with surface relief and geological constitution

Type of water regime in

. 4 the soil
Surface RocEib rite Soil mechanical pH Soil types and subtypes

relief composition in H,0 infiltrat- infilreten-  reten-
ional tional tional
A. Stony and ofter excessively permeable soils, suited as forest land
1. granites, conglomerates, thick-bedded sand- sandy-stony 3.5-4.5 podzolic, cryptopodzolic, +++2 + =
stones — medium- and coarse-grained podzolised brown
i 2. medium- and fine-grained sandstones inter- loamy-stony, 4.5-5.5 leached brown, acid brown + + ++ +
I layered with clay shale stony-loamy
3. limestones, dolomitic limestones, dolomites, loamy-stony 7.0-8.5 rendzinas +++ + + =
marls
B. Medium heavy soils, suited as arable land and orchard
4. thin-bedded layers of sandstones and clay loamy-fine-sandy — 5.0-7.0 leached brown, typical + +++ +
II  shales weakly or medium stony brown, lessive
5. river alluvia loamy-fine-sandy 6.0-7.5 warp soils + +++ ++
C. Heavy soils, suited for greenland use
=¥ 6. aleﬁ}iiés; menillite shales, loess-like sediments f’ inei-sandy-clayey — 5.0-6.0 lessive (gray-brown podzo- - + —+ ++
little or no stones lic), gleyed brown, pseudo-
gley
I .. B2 8
7. marly clay shales loamy-clayey 7.0-8.5 gleyed pararendzinas - + ++ +
8. variegated Eocene clays clayey 5.0-6.0 gley, pseudogley + - +++

1) I — steep slopes of ridges and valleys — mostly in mountain relief type, II —mild slopes of mountains and foothills as well as valley bottoms, III — flattenings of ridges and mild foothill
slopes.
2) proportion of given type of water regime: — none, + small. + + mediumj + 4 & large
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900 nn ~

Fig. 3. Lithological conditioning of surface relief, soil cover and mode of land use in
the Flysch Carpathians

1 — thick-bedded sandstones (medium- and coarse-grained), 2 —clay shales (sometimes marly),
3 —sandy-stony podzolic or cryptopodzolic or podzolised brown soils, 4 — loamy-stony leached
brown soils, 5 — loamy or loamy-clayey leached brown and weakly leached brown soils (locally
loamy-clayey pararendzinas), often gleyed at the bottom; A — arable land or greenland, F-1—
mesophilous fir-beech forests (Fagetum carpaticum), F-2— acidophilous-mesophilous mixed
deciduous or coniferous forests (Luzulo-Fagetum, Abieti-Piceetum, Pino-Quercetum), P — alpine
greenland communities approaching association Hieracto-Nardetum, P-1— post-agricultural or
pasture waste land with plant cover approaching Hieracio-Nardetum or Calluno-Nardetum

pathians. Up to an altitude of about 1100 (1150) m there is often a lithologically
conditioned azonality of soils and environments (Adamczyk 1962, 1966). A mo-
saic-like azonal distribution of agricultural and forest land in the Polish Car-
pathians is a natural phenomenon. Coniferous forest environments occur not
only in the upper forest zone but also in the lower forest and foothill zones on
soils originating from nutrient-poor rock substrates (Adameczyk 1966; Adam-
czyk et al. 1973). A similar inversion of the quality of soils and environments
is found within the range of agricultural land.

The sandy-stony soils and the loamy-stony ones usually contain about 50—
80% skeleton and occupy sites unfavourable to agricultural use (Table 4, item
I) and are therefore suitable only as forest land. Poor drainage also limits the
possibilities of obtaining greenland of good quality on such soils. However, this
variant of the soil cover, and especially the sandy-stony soils, fulfils an import-
ant hydrological function in the renewal of deep water reservoirs (among others
of mineral waters) and deserves special protection.

Better conditions for agricultural use are created by variants of loamy-fine-
-sandy and loamy-clay soils (Table 4, items II and III). They contain much less
skeleton and are characterized by a greater stability of moisture content; more-
over, they occur in more advantageous situations; however, arable land should
be restricted to areas of soils with an infiltration-retention type of water regime
(Table 4, item II), while gleyed soils with features of excess moisture (Table 4,
item III) should be grassed over. Drainage by tiles or ditches, often applied by
agriculturists, partly helps to improve the productive quality of too wet soils,
but at the same time and to a greater degree it contributes to an all-over decre-
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ase in retention capacity of the catchment basin. The water surpluses mentioned
for this soil category (Slupik 1973) may be utilized by changing arable land
into greenland. The loam and clay soil areas with a retention type of water
regime screen the loss of ground waters from rubble-and-stone covers in such
environments.

VARIATION IN MESOCLIMATIC CONDITIONS

The degree of variation in climatic conditions within the separate climatic
zones depends on the basic forms of relief and slope exposure (Hess 1969). The
best temperature conditions for plant development prevail on southern slopes
and hill tops (Table 5), while — when introducing crops in such situations — it
is necessary to remember the limiting of vegetation caused by winds which
change the conditions of the snow cover and cause deflation. Again, the bottoms

m
1200
E e B
1000 —
I
800 I
600
NE Sw

Fig. 4. Schematic distribution of mesoclimatic regions and subregions as well as
microclimatic regions in valleys on the southern slopes of the Gorce Mts.—in a trans-
verse and longitudinal section (after Obrebska-Starkel 1969)

Explanation of mesoclimatic units in the text

of valleys and basins are characterized by considerable contrasts of thermic
conditions as well as those of air moisture owing to inversion-type stratification
developing in the night and strong heating during the day. From investigations
in model areas, the following typological units of mesoclimate were observed in
the Carpathians (Obrebska-Starkel 1969, 1973):

I. The mesoclimate of valley depressions with the greatest temperature-
humidity gradients. In the foothills and the low mountains the vertical range
of this unit is 40~60 m above the valley bottom, in medium high mountains up
to 80 m. The mean annual difference in minimum temperature amounts to 2°
in this layer, which corresponds to differentiation in the number of days with
slight frost of the order of 25 days, and in the length of the frostless period
30-50 days. This is the place of the most frequent occurrence of radiational fogs.
The following types of mesoclimate were discerned:

Ia — the coolest valley bottoms up to relative altitude of 5 m in the foot-
hills and 20 m in the mountains, with the greatest contrast in character of tem-
perature-humidity conditions;

Ib — terraces in the medium high and lower parts of slopes with relative
altitude between 5 and 20 m;
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Ic — valley slopes, distinctly warmer and drier in the night, in an interval
of relative altitude between 20 and 80 m in medium high mountains.

II. Mesoclimate of slopes and hill tops with optima temperature-humidity
conditions, mostly at altitudes exceeding 40-60 m above the bottom of valleys
in foothills, plateaux and low mountains, also between about 80 and 300-400 m
above valley bottoms in medium high mountains. In the range of this mesocli-
matic unit there occurs most often the upper limit of inversion of minimum
temperature.

III. Cooler mesoclimate of ridges and summits as well as slopes in low and
medium high mountains, situated more than 300-400 m above the valley bottoms
and out of range of the influence of local circulation of air in the valleys. The
values of temperature and humidity of air change here are depend on the alti-
tude.

The most advantageous conditions for the vegetation of crop plants exist in
the range of mesoclimate type II, i.e. in the so-called warm belt on the slope.
However, the capability value of a given type of mesoclimate should be con-
sidered against a background of zonal macroclimatic differentiation. For instan-
ce, on valley bottoms in the moderately warm zone (altitude 250—400 m) it is
still possible to grow frost-resistant plant species, while in the moderately cool
zone (above 400 m) the valley bottoms are suitable only for meadows and
pastures.

TABLE 5. Relations between mean yearly temperature (fr) and yearly values of some elements
and indices of the climate in the Polish Carpathians on convex (1) and concave (2) surface forms
as well as on slopes with northern (3) and southern (4) exposition

Lenght of vegetation Length of period without Number of days
period, days slight-frost days with snow cover

1 2 3 4 1 2 3 4 1 2 3 4

r (°C)

2% 147 145 145 153 111 103 109 114 189 196 192 185
4° 169 169 167 174 135 116 126 133 148 154 151 142
6° 192 191 190 195 159 128 144 144 106 112 110 99
8° 215 217 212 216 183 141 161 16l 65 71 68 56

Notice: The above values were calculated after the equations of linear regression drawn up by M. Hess (1969)
The vegetation period represents a period with a mean daily temperature > 5°C.

The differentiation of microclimatic conditions connected with a different
time and intensity of insolation on slopes varying in exposition and inclination
as well as the differentiated morphometric and morphographic features of
valleys (e.g., the width and depth of valley incision, conditioning the degree of
shadiness) have effect on considerable local differences in the length of the
frostless period, the frequency of slight frost, and the duration of the thermic
seasons. This differentiation should be taken into account when determining
the agriculture—forest limit in concrete field conditions (Table 5).

CONCLUSIONS

A review of the natural elements which in the mountains determine the
vertical and spatial range of agricultural land use, and separately arable land
and greenland, indicates that there exists in the Carpathians a general zonal

6 Geografia Polonica
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TABLE 1. Mean horizontal gradients of the duration of some chosen phenological periods and
the scope of changes in the dates of the phenological phenomena per unit of the geographical lon-
gitude (1°4)

Phenological gradients in days

Phenological phenomenon or period 49°30" ¢ N 50°00" ¢ N 50°45" ¢ N
400 m a.s.l. 200 m s.a.l. 250 m a.s.l.
Period from germination to earing of oats —-038 =217 —-24
Period from earing to harvest of oats —4.3 —3.8 =20
Period from germination to earing of spring
barley -33 —-24 —-1.8
Period from earing to harvest of spring barley -3.5 2.1 —14
Vegetative period of spring barley —44 —-5.0 —-34
Start of sowing of winter-rye —-32 2.1 —-04
Beginning of blossoming of winter-rye —1.8 —1.8 0.0
Beginning of harvest of winter-rye —-2.0 -29 -23
Vegetative period of winter-rye -1.9 —28 -39
Duration of phenological growing season —3.6 —4.4 -3.0
Note: The sign ‘*—’ denotes the shortening of the period with the increasing geographical longitude, i.e. the earlier

course of the phenomena in the eastern than in the western part of the upper Vistula river basin,

The west-east pattern of morphological units in the river basin examined
facilitates the air flow along the parallel axis. However, in the course of a year
the influence of the maritime and continental climate is exerted with varying
intensity. Thus, the average gradients of air temperature in particular months of
the growing season reveal considerable differences. This gradient assumes its
maximum value —0.3°/1° 1 in March and, as a result, there is a difference
in the dates of the beginning of the growing season amounting to 15 days
between the western and eastern ends of the river basin. In April and May
there occurs a change in the dominating direction of the air-masses advection
from SW and W to NW and N (NiedzZwiedz 1976). The continental and maritime
influences of the climate upon the area discussed are then in equilibrium. This
is shown by the fact that the increase of the mean monthly temperatures a-
mounts almost to zero (0.02°/1° i for April and 0.04°/1° 2 May) and in the
whole west-east cross-section the phases of full spring and early summer, such
as, e.g., leafing and blossoming of blackthorn Prunus spinosa, of horse chestnut
Aesculus hippocastanum, earing of winter-rye Secale cereale, occur simultaneo-
usly.

The mean air temperatures in July and August are higher in the eastern part
than in the western (gradients: 0.1°/1° 1 and 0.06°1° 2 respectively), and the
monthly precipitation totals are lower. This results in decreased cloudiness,
higher frequency of clear days, and higher totals of the duration of sunshine.
All these factors bring about an earlier ripening of winter- and spring corns
by 2-2.5 days per 1° of geographical longitude when moving from west to east.

The above features of the phenological regime in the west-east cross-section
of the upper Vistula basin give evidence of an opposition between oceanic- and
continental influences in this area. In defining the border between the regions
under oceanic influence and those under increasing continental influences it
may be helpful to use the phenomenon of interception of the average dates of
blessoming of locust Robinia pseudacacia and elder Sambucus nigra (Fig. 1).
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Fig. 1. Characteristics of the phenological growing season in the upper Vistula river
basin: A —at meridian of 19°E, B-—at meridian 22°30" AE
Lines show following stages: 1 — full disappearing of snow cover, 2 — beginning of blossoming
of hazel Corylus avellana, 3 — beginning of germination of spring barley Hordeum distichum,
4 — beginning of blossoming of horse chestnut Aesculus hippocastanum, 5 — beginning of
blossoming of winter-rye Secale cereale, 6 — beginning of blossoming of elder Sambucus nigra,
7 — beginning of blossoming of locust Robinia pseudacacia, 8 — beginning of earing of spring
barley, 9 — beginning of harvesting of spring barley, 10 — beginning of germination of winter-
-rye, 11 — end of phenological growing season
Note: Beginning of the phenological growing season has been calculated as arithmetic means
of the dates on which the first female flowers of the hazel appear and of the beginning of
the first spring field works. The end of this season has been determined as the mean arithmetic
date of the full leaves falling of the horse chestnut and birch Betula verrucosa

N. P. Smirnov has shown (cf. Schnelle 1955) that an earlier blossoming of lo-
cust in comparison to elder betrays a more continental climate. This was con-
firmed by Ellenberg (1974), who has found that locust is connected with a more
continental climate. The reverse order of blossoming is a proof of influence of
an oceanic character. The isoline of simultaneous beginning of the two events
divides the upper Vistula basin into two phenological-climatic scopes within
the transitional type of moderate climate (Fig. 2). This border line is consistent
with the results of earlier researches concerning the thermal continentality in
Poland (Zinkiewicz 1962; Okotowicz 1968; Lesko 1971; Huculak 1973). It runs
along the western border of the transversal lowering in the Carpathian chain
represented by Low Beskids, which favours more frequent advection of air
masses from the south.

The most important factor differentiating the phenological conditions in the
area discussed is the height above sea level. The vertical zonality of the pheno-
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TABLE 2. Correlation matrix of some mean phenological dates and periods with the height a.s.l. and some climatic elements in the central part of the Polish
Carpathian Mts.

Phenological phenomena

Altitude (m)

Altitude (m)

Secale cereale

Secale cereale

Avena sativa

Aesculus hippocastanum
Syringa vulgaris

Prunus spinosa

Robinia pseudacacia
Phenological growing scason
Secale cereale — interval a-b
Secale cereale — interval a-h
Secale cereale vegetative period
Avena sativa — interval ga
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| Mean temperature of April
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| Mean temperature of May
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Avena sativa — interval a-h 52 —27 77 53 —-10 —11 —11 —10 —11 —-95 -91

Avena sativa vegetative period 11 66 74 —44 —51 —54 —52 —51 —44 —-51
Hordeum distichum — interval g-a iy £l Ty VIR PRy R e el
Hordeum distichum — interval a-h 82 —46 —52 —52 —51 —48 —48 —54
Hordeum distichum vegetative period —59 —67 —69 —66 —65 —61 —70
Mean temperature of March 93 93 93 97 82 90
Mean temperature of April 99 99 99 89 97
Mean temperature of May 9 99 89 97
Mean temperature of June 99 90 98
Mean annual air temperature 88 97
Period with daily temperature =5 93

Period with daily temperature =10°

Note 1. Abbreviations: a — heading, b — blossoming, h— harvest, g — germination, interval — interval of time between two phenological stages.

Note 2. The correlation coefficients are given in the form of r x 100. The coefficients, the absolute values of which exceed 0.55, are significant at the level 0.19, according to’ Student’s
t — distribution.
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Fig. 2. Differentiation of the phenological climatic conditions in the upper Vistula river basin

1 —boundary between the area influenced by the maritime climate and that with an increasing influence of the continental climate, 2 — limits of

phenological-climatic vertical zones, 3 — boundaries between the regions with different phenological-climatic régimes within the phenological-climatic

vertical zones; 4-9 — types of phenological mesoclimatic régimes in: 4 — valley bottoms, within cold reservoirs in the warm vertical zone, 5 — small

ridges within the subcarpathian basins in the warm vertical zone; showing-differences in the course of plant development, depending on the thermal

and water conditions of soils, 6 — lowerings and basins in the temperate warm vertical zone, 7 — upland regions in the temperate warm vertical

zone, 8 — lowerings and basins in the temperate cool vertical zone, 9 — low and medium-high mountains in the temperate cool vertical zone;
10 — regions with an accelerated course of plant development within the given vertical zone
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TABLE 3. Dependence of the beginning of phenological stages in wild and cultivated plants ()
and duration of some chosen phenological periods (y") on mean annual air temperature (¢ ) in upper
Vistula river basin

Signifi-

y Equation of linear +S Cancy

Parameter y () p— r @in days) level of

correla-

tion (%)
Earing of winter-rye y=1717-5.78 ¢, —0.934 1.1 0.1
Blossoming of winter-rye y =195.3-5.94 ¢, —0.933 1.2 0.1
Earing of oats y =2169-5.20 ¢, —0.888 2.1 0.1
Blossoming of horse chestnut y = 159.2—-3.60 ¢, —0.901 1.1 0.1
Blossoming of lilac y = 170.2—-5.20 ¢, —-0.876 2.0 0.1
Blossoming of blackthorn y =151.8—4.51 ¢, —0.879 1.7 0.1
Blossoming of locust y = 200.6—6.20 ¢, —0.933 1.2 0.1
Phenological growing season y =170.7+5.39 ¢, 0.687 5.9 0.1
Winter-rye — interval a-h y = 89.1-288 ¢, —0.591 4.5 0.1
Vegetative period of winter-rye Y = 358.6—6.94 ¢, —-0.889 2.3 0.1
Vegetative period of oats y = 138.0—-1.85 ¢, —-0.510 3.8 1.0
Spring barley — interval a-h ¥y = 70.0-3.07 ¢, —0.510 6.3 1.0
Vegetative period of spring barley y = 140.6—3.54 ¢, —-0.652 44 0.1

Note: Abbreviations as in the Table 2.
s — standard error of the estimation of unknown value (y)

TEMPORAL RELATIONS BETWEEN PHENOLOGICAL PHASES
IN THE GROWING SEASON

The above considerations show that in the dates of beginning and in the
duration of phenological phenomena the influence of climatic factors is coded,
differentiating them in time and space. In years with a retarded beginning of
vegetative activity and in places situated higher above sea level, or in those
more advanced to the east the rate of plant development is accelerated and the
duration of many intervals between the particular phases becomes shorter. In
other years, earlier dates of the beginning of the growing season caused by
some types of weather conditions produce reverse reactions in the rate of
progress of the plants’ development stages. Thus on the basis of the inter-
correlation of many-year mean dates of events we may speak of a temporal
connection between the occurrence of different phenological stages and the
phenological periods. This is illustrated by the matrix of correlation for the cen-
tral profile in the river basin (Table 2). The highest correlation coefficients
were obtained for the beginning of phenological stages with small dispersion
of dates occuring from early spring up to high summer. These are, first of all,
the dates of beginning of leafing and blossoming of: blackthorn Prunus spinosa,
horse chestnut Aesculus hippocastanum, small-leaved linden Tilia parvifolia,
and of blossoming of lilac Syringa vulgaris and locust Robinia pseudacacia, of
flowering and earing of winter-rye Secale cereale, as well as of earing of oats
Avena sativa and spring barley Hordeum distichum. Somewhat lower correla-
tion coefficients (0.55-0.7) with other phenological phases were obtained for the
beginning of blossoming of maple Acer platanoides and elder Sambucus nigra.
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TABLE 4, Characteristics of soms= clemznts of the phenological-climatic regime in the upper Vistula
river basin up to thz hzsight of 1100 m a.s.l. in two scop2s: I — with more oceanic features, II —
with increasing continental influence

Mean Phenological

Climatic 3 b
vertical Altitude anauz! ELOMInS Phenological aspects
_— (m) temperature season
°C) (in days)
Temperate from 64 below 200 Beginning of phenological growing
cool 600-700 up to season: 1 =25 III-31 III; II = 25
1100 m II1-5 1V

Vegetative period of spring barley:
I = above 120 days; II = 110-120
days
Mean dates of winter-rye’s harvesting:
I =5 VII-12 VIII; II =31 VII-7
VIII

Temperate from 8-6 210-200  Beginning of phenological growing

warm 250-300 up to season: I =25 III-31 III (C;} U);

600-700 II = before 31 III (C); 31 NI-S IV

)
Vegetative period of spring barley:
I = 110-120 days (C), about 110 days
(U); II = 110 days (C), locally 105-
110 days (C); 100-110 days (U)
Mean dates of winter-rye’s harvesting:
I = 20 VII-S VIII (C); 20 VII-28 VII
(U); II =20 VII-3I VII (C); 15-25
VII (U)

Warm up to 250-30) above 8 220-210  Beginning of phenological growing
season: I = 20 III-31 III; II = about
31 111

Vegetative period of spring barley:
I = 110-120 days; II = 100-110 days
Mean dates of winter-rye’s harvesting:
I =15 VII-28 VII; II =10 VII-
15 VII

Abbreviations: C — Carpathians, U — Middle Polish Uplands,

3. As the guiding criteria in phenological-climatic typology such phenolog-
ical stages were chosen, as reveal, besides the relations with parameters of
geographical situation and climate, essential temporal relations with the tim-
ing of other phenological phases with wild and cultivated plants. They also
have a prognostic significance because they allow one to forecast the duration
of various phenological and thermal periods. These conditions are best ful-
filled by species of tress and shrubs in the stages of leafing and blossoming and
corns in their flowering and earing stages.

7 Geografia Polonica
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Climatic changes in Mongolia 103

which usually underlies the wet basin floors. Wherever conditions are favour-
able permafrost also occurs on north-facing mountain-sides (Gravis 1974).

The Selenga-Orkhon Mts lie at the boundaries between the South Siberian
taiga and the Mongolian steppes. This transitional zone, which is several hund-
red kilometres wide, is known as the forest-steppe. On north-facing slopes
forest with Larix sibirica is growing at lower levels, while Pinus sibirica occurs
at higher levels. The south-facing slopes are occupied by steppe communities,
and Artemisia is widespread.

LANDFORMS AND DEPOSITS AS EVIDENCE OF CLIMATIC CHANGES

Much of the Selenga-Orkhon Mts are mountain-sides. The configuration of
slopes and the overburden occurring on both lower slope portions and foot-
slopes shows that climate has changed there in the immediate past.

The majority of slopes display a similarity of form independent of geological
structure and height. The upper slope is usually a cliff or steep face. There
may be a thin veneer of waste overlying the bedrock. As the gradients decrease
gradually downslope to 10°-15°, the sheets of clay and angular rock fragments
increase in thickness. Consequently, a smooth sloping surface (2-5°) is produced
at the bases of mountain-sides. This surface is wholly depositional (Fig. 2).

A B C

) Bk Bl e (=

Fig. 2. Relation of the footslope-forming deposits (depositional glacis) to bottoms of
the intermontane depressions (A) and to river valleys (B and C)

1 — older (Pleistocene) sandy-silty alluvial fan deposits forming the depositional glacis, 2 —
younger (Holocene) scree bouldary alluvial fan deposits, 3 — gravelly-sandy alluvial valley fills,
4 — long-profile of older (Pleistocene) V-shaped valleys cutting both valley-sides and footslopes,
5 — long-profile of younger (Holocene) small valleys cutting both valley-sides and footslopes

Within the intermontane rift depressions the smooth sloping surfaces pass
into the floors of basins (Fig. 2A). In the major river valleys these surfaces are
usually undermined, and both inactive and fresh river cliffs occur (Fig. 2B and
C). A striking feature of the area are the rather poorly dissected and uniform
slopes, neither slope profiles nor modes of slope dissection are changing over
large distances.

Into the high upper slopes minor V-shaped valleys are carved locally and
alluvial fans lie at their mouths. Below the well dissected valley-sides, num-
erous alluvial fans tend to coalesce on the mid-slopes to form a continuous
surface — the depositional glacis on the lower slopes.

In the Khara-gol, Egiin-gol and Selenga valleys, river-bank exposures reveal
the composition of the glacis. This consists of sand and silt layers, several
metres thick, which are interbedded with thin layers of angular rock fragments,
3-5 cm in diameter. Smaller particles, a few millimetres in diameter, occur
frequently (Fig. 3). In some places (e.g., in the Egiin-gol valley) the deeply in-
cised footslopes display thick layers of rock debris. Alluvial fan deposits are
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Climatic changes in Mongolia 107

Phot. 3. A younger (Holocene) small valley cut into the older depositional glacis

o

e
-

—

Phot. 4. Younger scree and bouldary alluvial fan deposits rest on the older fine-grain-
ed sediments forming the footslope (on the right of the photograph)



108 K. Klimek
THE CHRONOLOGY OF EVENTS DURING THE HOLOCENE

In the valleys of the rivers Khara-gol, Egiin-gol and Selenga all the available
arguments do not allow the exact age of the above described landforms and
depasits to be established. For this reason attention in drawn to type horizons
that have been found in the neighbourhood (a distance of 200-300 km!) of the
area investigated. Dated Holocene sedimentary sequences are recorded from (a)
the Kotakel lake occurring on the northern slope of the Chamar-Daban range
not far off the southern shore of Lake Baikal (Vipper 1976; Khotinsky 1977),
(b) the Terkhin-Tsagan-nuur lake situated on the northern slope of the Khangai
Mts at 2060 m as.l, and (c) the Ugin-nuur lake which lies in the Orkhon
valley at 1335 m a.s.l. (Vipper et al. 1976). The sequence of the Kotakel lacu-
strine sediments points to a rapid climatic warming in the continental moun-
tainous region of southern Siberia. Its date is 9500-3000 a B. P. (Khotinsky 1977).
The sequences of lacustrine sediments recorded from Lakes Terkhin-Tsagan-
nuur in the Khangai Mts and Achit-nuur in the distant Mongolian Altai indi-
cate a humid phase dated at 5000 a B. P. This was accompanied by rising lake-
levels and confirmed by the high frequencies of AP (Pinus sibirica, Pinus sil-
vestris and Betula). It appears that in the Selenga-Orkhon Mts including the
study area the climate of that period was warmer and more humid than that of
today. Pollen spectra from the above mentioned lacustrine sediments show
that about 2000 a B. P. the frequencies of NAP marked by the presence of
Artemisia and other steppe plants were significantly high and similar to the
present day. At the same time the frequencies of AP were low. This change in
plant communities indicates both aridisation and, probably, climatic cooling
in northern Mongolia (Fig. 5).

The climatic deterioration and aridisation which occurred during the last
2000 years is also documented by other findings in the southern foreland of the
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Fig. 5. Holocene changes in air temperature and temperature and humidity in northern
Mongolia (based on data by Vipper et al. 1976 Khotinsky 1977)
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112 A. Kowalkowski

—7

Fig. 1. Map of altitudinal zonation of soils in the Donoin Dzun-nuruu in central
Khangai
1 — weakly developed and brown weakly developed tundra soils, 2 — mountain brown soils, 3 —
grey-brown mountain soils, 4 — mountain hydrogenic chernozems, 5— mountain brown cher-
nozems, 6 — meadow-steppe dark-chestnut mountain soils, 7 — turf, turfy and gley mountain
hydrogenic permafrost soils

MODOTIN DONOIN DZUN NURUU OLON

e oL NUURIN

- IVALLEY GOL
3400 | VALLEY
3200 SW
3000
2800

e N T s SE— b
2600;5 ; =z 2 = =3

Fig. 2. Asymmetry of altitudinal zonation of soils on the SW slope of the Donoin
Dzunnuruu massif
For explanation of symbols see Fig. 1
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Zonation of soils 113

TABLE 1. Distribution of soil-vertical zones depending on exposure

Exposure
Soil-vertical zone NE SE ; SWV

m a.s.l.

Mountain brown soils at initial stage of development,
and weakly developed mountain polygonal, solifluctional
and permafrost brown soils >3040  >3210(3240) > 3210

Polygonal, solifluctional, permafrost mountain brown soils 2820-3040  3180-3210 2780-3210

Polygonal, solifluctional, permafrost mountain grey-brown

soils 2770-2820  2700-3180 2780-2800
Hydrogenic, polygonal, solifluctional mountain cherno-

zems — 2920-3180 —
Solifluctional, permafrost mountain brown chernozems — 2650-2920  2800-3100
Polygonal and permafrost mountain dark-chestnut soils — 2600-2980  2680-2700

A map of the soils of the area was made in the June of 1974 and 1975 on the
ground of a 1:100,000 topographic map enlarged to 1:10,000. The vertical soil
zones, which had been localized by means of an altimeter, were then examined
for their morphology and samples taken for laboratory analysis. Some of the
results have been already published (cf. Kowalkowski 1976, 1977) while others
will be published later.

THE DISTRIBUTION OF THE SOIL VERTICAL ZONES

The asymmetric pattern of soils is illustrated in Figs 1 and 2 and in Table 1.
The central part of a convex cryoplanation, with a general inclination of 2—3°
toward the SW, as well as the upper and middle parts of the NE-slope with an
inclination of 30—-40° are covered by an asymmetric contour of stony polygonal
(Phot. 1) and strip solifluctional mountain tundra soils. These are surrounded
asymmetrically by mountain solifluction brown soils whose contour stretches
over 250-1000 m. On the even cryoplanations they take the form of stone po-
lygons. On slopes with inclination exceeding 2-3° there are solifluctional stone
strips (Phot. 2) and block-seas (on the edges of the cryoplanation terraces: Phot.
3). The contour of those soils becomes narrower on the NE-slope overhanging
the upper Olon Nuurin-gol. On the SW-slope, in the upper part of the Modotin-
gol, those soils reach down as far as to the bottom of the valley forming a more
than 1.5 km wide zone there. A wedge of mountain cryogenic stony chernozems
intrudes along the lower part of this latter river. Those soils crop up in the
form of sod islets from among the surrounding block tongues and seas that
creep down the slope inclining more than 40°. The permafrost-turf soils in the
Modotin-gol valley contact a narrow strip of grey-brown permafrost soils. The
high humidity and the low dept of the permafrost there account for the gleyic
features that occur in them. Locally those soils are covered by stony and
clayey proluvia.

The vertical soil-zone structure on the SE-slope is diversified. The broad
(500 to more than 1000 m) vertical zone of grey-brown soil is characterized by
large solifluctional tongues and rock strips (Phot. 4) with small spots of hydro-
genic chernozems. This contour widens downward the wet NE-slope till it

8 Geografia Polonica
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116 A. Kowalkowski

reaches the bottom of the Olon Nuurin-gol valley and the well-drained glacial
edge of the Modotin-gol valley.

On the cryoplanation at an altitude of 2920-2980 m a.s.l. in this part of the
SE-slope there is a contour of hydrogenic permafrost chernozems and thufur
permafrost-turf soils which declines toward the NE. It is diversified by
a number of cryogenic ‘eyes’ of open waters. Between the stone polygons and
strips those soils are often underlaid by granodioritic plates at the depth of 40—
60 cmm. The mountain cryogenic brown chernozems in the wide contour in the
middle and lower parts of the SE-slope have locally no brown fossils in their
base, either. Their landscape is diversified by systems of old cryoplanation
terraces (Fig. 3) and solifluctional sod and turf lobes, especially in the depressions
on the slope.

DONOIN DZUN NURW

m asl
2900

2850

2800

2780 : - "
) 200 400 600 length m 800

Fig. 3. Scheme of the system of cryoplanation terraces in the zone of brown chernoz-
ems on the SE slope, with an example of stony polygons on terrace IV (A) and a frag-
ment of the vertical cross-section (B) with cryogenic brown chernozem

Narrow tongues or elongated isles of cryogenic dark-chestnut soils intrude
from the SE into this zone from the elevated part of the morainic valley. Those
tongues and isles emerged on local S-exposures. The neighbouring chernozems
have a chestnut hue. Those soils are blown-over by dry winds from the south
that arrive through the wide valley of the Tsagan Turutuin-gol (Avirmid,
Niedzwiedz 1975).

WATER CONDITIONS IN THE SOIL-VERTICAL ZONES

That the soil-zones have distinct boundaries is also seen in the species
composition and the density of the plant cover. Water is among the factor that
both distinguish and integrate the vertical soil-zones. Surface precipitation
waters and water from permafrost are prevalent there. Precipitation waters and
waters from the snow and ice accumulated in the systems of stone polygons and
strips of depths occasionally exceeding 2 m in the tundra soil-zone flow down
the slopes in all directions. In the brown and grey-brown soil-zone those waters
flow in erosional channels (up to 6 m deep) filled with rocks or in fresh car-
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TABLE 2. Soil granulation in different vertical zones on the SE-slopes

Skeletal parts, % Earth parts, %
3 ‘ Depth of -
Soil-level Profile b
ATfude atel (m) No. (Em)g ‘ >20,,,, 20:{0 . IQ—Z e 2-1 1—2} 4 215_0'25 0'251'{0 0.10-0.02 0.02-0.002 <0.002
mm
Tundra soils at initial stage of 037 0-5 2.2 2.2 5.5 8.3 134 7.0 6.5 22.4 244 8.2
development 20-25 3.3 0.8 4.6 8.4 23.0 9.1 8.5 17.4 17.4 1.5
3340

Mountain brown soils 038 0-5 0 0.9 5.1 11.7 32.2 10.8 7.2 24.6 4.1 3.3
3340 10-15 0.6 1.1 6.2 7.7 19.2 12.2 9.9 20.3 18.6 4.2
25-35 2.4 4.3 7.0 6.4 21.5 10.5 8.1 18.3 19.9 0.8
Mountain 7grey-brown soils 039 0-5 0 0 0 0 22.0 11.2 11.8 43.0 15.0 7.0
: 3110 25-30 0 0 0.5 6.3 12.3 13.3 14.4 26.1 19.6 7.5
60-70 0 0 3.4 6.8 15.9 12.8 12.6 19.2 19.8 9.9
50-60 0.8 2.0 12.4 10.5 15.7 12.8 10.7 17.9 9.2 6.0
Mountain Brf)gn c!lernozems 041 0-5 0 0 0 1.3 11.3 11.8 14.3 38.6 17.6 5.9
2810 3540 0 1.9 4.2 7.6 12.9 10.0 11.6 29.3 17.3 5.2
50-55 5.5 0.6 8.4 9.7 9.6 10.1 13.0 24.3 15.2 3.8
70-75 0 0 8.6 13.0 16.1 10.0 9.9 21.9 14.9 5.5
Mountain hydrogenic chernozems 042 20-30 0 0 0 0 0.3 0.3 0.5 33.0 35.0 31.0
2770 70-80 0 0 0 0 0.6 0.7 1.7 33.0 35.0 29.0
High mountain dark-chestnut soils 043 5-10 0 0 0 1.4 8.4 7.4 6.9 424 23.7 9.9
2740 30-40 0 0 0.5 4.2 9.5 8.1 13.8 26.7 28.6 8.6
50-60 11.2 3.1 10.4 7.8 8.8 7.9 11.0 24.3 11.5 4.1
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A
14‘%‘\'\«\‘\
m !
0 1 2 3 m4

Fig. 4. Microalluvial terrace on solifluctional and cryogenic base at 2770 m as.l.

(profile 042) in the zone of mountain brown chernozems (A) and its front devoid of

sod due to cryogenic processes (B). In the sod there are ditches forming polygonal
systems corresponding to the stony structures

and that of the waters flowing over the microalluvia (at 2790-2880 m a.s.l.)
was 18.1-14,5°C.

The temperature differences of the waters flowing from the zones of weakly
developed tundra and brown soils or waters overflowing the zone of hydrogenic
and brown chernozems are responsible for their alluvial, transit and accumu-
lative effects. This factor is of significance in the formation of the soils of the
various zones and their fertility.

Yet the occurrence of dark-chestnut soils suggests that the seasonal dynamics
of waters should display some features of continentalism. One example of this is

S N

5 6 m 7
Length

Fig. 5. Differences in water-level in systems of old stony polygons in the zone of
dark-chestnut soils at 2690 m a.s.l.
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128 J. Kostrowicki

TABLE 1. Classes of world ranges of individual attributes

Classes
No. f)f the 1 2 3 4 5
il e s 15, medium high very. high

I 20 20-40 40-60 60-80 80
2 20 2040 40-60 60-80 80-
3 20 2040 40-60 60-80 80-
4 20 20-40 40-60 60-80 80
5 =2 2-8 8-50 50-200 200-
6 =t 5-20 20-100 100-1000 1000-
7 100 100-1000 1000-10000  10000-100000 100000
8 3 315 15-40 40-150 150
9 2 2.8 815 15-30 30-
10 " 6-15 15-35 35-90 90-
1 -10 10-30 30-80 80-120 200-
12 -10 10-25 25-50 50-80 80-
13 -10 10-30 30-70 70-130 130-
14 -10 10-30 30-80 80-160 160
15 s 5-20 20-45 45-100 100
16 a4 5-20 20-45 45-100 100-
17 40 40-100 100-250 250-800 800—
18 20 20-60 60-180 180-600 600
19 20 20-40 40-60 60-80 80
20 3 3-12 12-30 30-80 80
21 0.1 0.1-0.2 0.2-0.4 0.4-0.8 0.8
2 -10 10-20 20-40 40-60 60-
23 -20 20-40 40-60 60-80 80-
2 -20 20-40 40-60 60-80 80~
25 -20 20-40 40-60 60-80 80-
2 -20 20-40 40-60 60-80 80-
27 -20 20-40 40-60 60-80 80-

(27) Production of industrial crops (to be used only or chiefly after in-
dustrial processing) as the percentage of gross agricultural output (in con-
ventional units).

The classes resulting from the normalization of indices representing indi-
vidual attributes were not changed, but new classes were elaborated for 3 new
attributes (Table 1).

When analysing the selected variables and their classes one has to take into
account that most of them do not characterize only one attribute and that taken
either individually or combined they express many more attributes,’* which
was overlooked by some authors.!®

Such a deliberate selection made it possible to reduce the number of vari-
ables to the manageable quantity, below which it would be difficult to express
all the important attributes of agriculture. On the other hand, with more var-
iables, possible errors in their calculation lessen their importance.

12 See J. Kostrowicki, The typology... 1976, pp. 20-22.
13 Eg., I. M. Kuzina, L. F. Yanvaryova, Types of world agriculture map for higher
schools, Geogr. Pol., 40, 1979, pp. 17-22.
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TABLE 2
No Old symbols New symbols No. Old symbols New symbols
|

1 Tsf Eff | 32 Mmn Mmn

2 Tsb Efb 33 Mml Mma

3 Toc Eth 34 Mxm Mml

4 Ton Enc 35 Mxg —

5 Tnn Enn 36 Mxc Mem

6 Tem Etm 37 MxI Mmb

7 Tec Etc 38 Mcc Mec

8 Tds Tir 39 Mvm Mic

9 Tdh Tmh 40 Mvh Mih
10 Tia Tio 41 Mvn Min
11 Tin Tin 42 Mpp Mip
12 Tii Tii 43 Mrr Arr
13 Tjn 44 Muu Add
14 Tji Tij 45 Mgg Mig
15 Tjm Tiu 46 Sec Sec
16 Tsv Tss 47 Sem Sem
17 Tse Tse 43 Smc Smc
18 Tsc Tsd 49 Smm Smm
19 Tmk — 50 Scc Scc
20 Tmc Tmc 51 Sl Sme
21 Tmm Tmm 52 Srr Aro
22 Tml Mmt 53 Stc —
23 Lecc Tlc 54 Sth —
24 LIl Tla | 55 Shv Shv
25 Lpp Tlp 56 Shf Shf
26 Mii Mii 57 Soo Smi
27 Mss — 58 Sin Sin
28 Mhg Miv , 59 Sii Sii
29 Mhf Mif | 60 Sgg Shg
30 Mmc Mmc ! Suu Ads
31 Mmm Mmm

To test the practical effectiveness of the above mentioned method for agri-
cultural typology the results of grouping of the 61 types of world agriculture
were compared with one another by a graphic method. On the figures repre-
senting the distribution of those types obtained by means of the Szyrmer gra-
phic method (Fig. 1) groupings obtained by each of those five methods were
marked by lines (Figs. 2-6).

Three out of those methods produced groupings into a certain number of
types of one higher order only:

ORLINE — into 17 types,

FARELL-mod — into 16 types,

IDVER — into 13 types
while the advantage of both the GRAVITY and Ward methods is that they
make it possible to group the same types into several higher orders of types.

The GRAVITY method (Fig. 5), for example, grouped 61 units into 8 types of
the highest order, which could be subdivided into the types of the 2** order and
some of them into those of the 3™ order.

9*



132 J. Kostrowicki

(3]
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Fig. 1. Szyrmer diagram. Differences between types
1 —Dbelow 10, 2—11-12, 3 —13-14, 4 — 1516, 51718, 6 — 1921, 7 —some selected 22-24

The diagram resulting from the Ward method could be used for the identi-
fication of any number of such orders depending on an arbitrary decision as to
how many times and where exactly the diagram could be crossed, i.e. what
degree of similarity is to be accepted for each order. In the present study it
was arbitrarily decided to cross the diagram three times: first at the level of the
ESS (Error Sum of Squares) equal 200, the second time at the level of ESS =
= 1000, and the third time at the level of ESS = 5000.

The comparison of Figures 2—6 reveals that the results of some of those
groupings are more similar to one another, while the other produced more
divergent results. The similarity of groupings and their consistence with em-
pirical knowledge of the dfferentiation of world agriculture were used as the
criteria of the practical effectiveness of those methods for agricultural typology.
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Fig. 2. Ward method
1 — first order, 2 —second order, 3 — third order

As agricultural typology is by assumption a hierarchical concept those methods
that made such a hierarchization possible were considered to be more effective.

By use of such criteria the effectiveness for agricultural typology of the
methods tested could be arranged in the following sequence: (1) GRAVITY, (2)
Ward, (3) Farell-mod, (4) ORLINE, (5) IDVER.

In the grouping of the 61 types considered as the types of the 3™ order into
types of the 2™ and 1* order the results of all groupings were consulted while
priority in the decision was given to those groupings that were corroborated by
more methods.

Following the former assumption that the types of the 3™ order ought to
differ from one another by more than 10 per cent of the total variance, i.e.
by at least 11 deviations, it was decided that the types of the 2* order should
differ by more than 20 per cent of the total variance, i.e. by at least 22 de-
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Fig. 3. ORLINE method

viations, and the types of the 1** order by more than 30 per cent of the total
variance, i.e. by at least 33 deviations.

The differences between each of the 61 types of the 3™ order and every other
were calculated by use of a computer according to the following program, ela-
borated by M. Kopyt.

“Let us assume that we have m items, each of them described by n integer
numbers, and that these numbers are in a (m:Xn) matrix (called ITEMS).

We must compute coefficients V, ; 1 < i,j <m

n
SR

V.;= > [ITEMS(, k) — ITEMS (j, k)|

k=1

Our alghoritm, in Fortran, has the form of a subroutine with parameters:
ITEMS, IHELP, M, N.

SUBROQUTINE TRANS (ITEMS, IHELP, M, N)
DIMENSION ITEMS (M, N), IHELP (M)
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Fig. 4. FARELL-mod method

DO 100 II = 2, M
III=M-II+2

IEND = III—1
D® 200 1J = 1, IEND
ISIGM = 0

D® 300 IK =1, N
ISIGM = ISIGM-+IABS (ITEMS (III, IK) — ITEMS (1J, IK))
300 CONTINUE
IHELP (1J) = ISIGM
200 CONTINUE
C*** the auxiliary vector IHELP (I), 1 <<I<CIEND
C*** ought to be printed here
100 CONTINUE
RETURN
END”
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Fig. 5. Gravity method
1 —first order, 2 — second order, 3 — third order

In cases when most of the methods applied produced similar groupings such
a group was identified as the core of a given type of the 2™ order. By use of the
mediana method a code for each type was elaborated. In the same way based
mainly on the GRAVITY and Ward methods as well as the Szyrmer diagram
the types of the 2™ order were grouped into the types of the 1% order, for
which codes were established in a similar way as for the types of the 2™ order.

Then the codes for each type of the 1%, 2™ and the 3™ order were compared
with one another once more by means of a computer according to the same
program as the types of the 3™ order, first to find out whether the accepted
thresholds of differences for the types of the 2™ and 3™ order were maintained,
and secondly, to decide what to do with the types where similarities to the
types of a higher order varied considerably when different methods of grouping
were applied.

As the 61 types of the 3™ order certainly did not represent all possible types
of that order, as the number of the types of the 2" order could also be increased
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Fig. 6. IDVER method

with new investigations, and as individual types of any order did not represent
the same number of cases, the codes obtained by means of the mediana method
were slightly modified with both the comparative weights of individual types
of the lower orders and possible additions to each of the types of the higher
order taken into account.

At the same time, the codes for the types of a lower order differing from
those which were considered as the core types of various groups — were com-
pared with the codes established for the types of the higher order. Some of
them turned out to be of transitional character between the types of a higher
order, while the others represented individually, at least for the time being,
separate types of a higher order. It was particularly true for the types re-
presenting poorly investigated territories.

In the result, the following hierarchy of world types of agriculture was
obtained. For their codes see Table 3 for their distribution on a diagram and
deviations, see Fig. 7, and for their final grouping — Fig. 8.
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TABLE 3

Order Symbol Code
I E 5321211-1111121-1221111-133331
T 1241222-4412242-4422221-114221
M 1151233-2154343-4455544-122231
S 1115555-3243242-3333433-124221
A 1133445-3100003-3045535-151551
Il En 4211201-1100121-1221112-141451
Ef 5221221-1111111-1221111-115111
Et 2441211-2211132-2321211-133221
Ti 1241212-5311452-5511221-114111
Ts 2241222-3212231-2222325-313113
TIl 1351454-3311132-2333323-123222
Tm 1151222-4423143-3421321-123231
Ms 1151212-3113341-4434444-411114
Mi 1151212-5145451-5545555-115111
Mm 1151233-3154143-4444443-132331
MI 1151345-2154341-4455545-313113
Me 1151254-1152131-2255524-124221
Se 1115443-3232131-2322321-124221
Sm 1115555-2143143-3434432-132331
Si 1115555-5422343-4522232-114111
Sh 1115545-4155341-4444555-115111
Ss 1115555-2133442-3344535-411224
Sc 1115555-1142131-1234515-115111
Ar 1133455-1100001-1034515-151551
Ad 1133455-5100005-5055555-151551
I Enn (Tnn) 5111000-1100001-1021122-151551
Enc (Ton) 4211211-1111121-1221112-142451
Eff (Tsf) 5111000-1111111-1321111-214111
Efb (Tsb) 4221221-1111121-2211111-115111
Etc (Tec) 2441211-2111131-2321211-215111
Eth (Toc) 3431221-2211132-1321211-142331
Etm (Tem) 2341211-3311132-2321211-123221
Tir (Tds) 1151211-4411244-2211211-114211
Tio (Tia) 2231212-4211441-3312222-214111
Tin (Tin) 1241212-4311142-4411121-214111
Tii  (Tii) 1251212-5411452-5511121-115111
Tij (Tji) 1151212-5323452-5522332-114111
Tiu (Tjm) 1151112-4422454-3322321-214111
Tse (Tse) 2241131-1111131-1123315-312114
Tsd (Tsc) 1351221-3311332-2312325-323113
Tss (Tsv) 2241222-3112241-2222325-313113
Tlp (Lpp) 1351444-4411142-3423435-333213
Tlc (Lcc) 1351454-2222132-2333322-124211
Tla (LII) 1251354-2211132-2333424-141341
Tmh (Tdh) 1251211-4511343-2411111-122341
Tmc (Tmc) 2241212-4422243-3423332-224221
Tmm (Tmm) 1151222-3323143-3423321-123231

Mii (Mii) 1151211-4234551-5534443-114111
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TABLE 3 cont.

Order Symbol Code
Il Mif (Mhf) 1151222-4134241-4444545-415111
Miv (Mhg) 1151222-4145352-5534555-115111
Mih (Mgg) 1151313-5155551-5555555-115111
Mmt (Tml) 1151232-2223143-3433333-131341
Mmc (Mmc) 1151222-4244242-4434443-213222
Mmn (Mmn) 1151222-3155342-4445544-112213
Mmm(Mmm) 1151222-3255144-4444442-123231
Mma (Mml) 1151232-3154145-4444444-131351
Mml (Mxm) 1151344-2154143-4455443-123231
Mmb (Mxl) 1151243-2143143-3455434-131451
Mic (Mvm) 1151244-2154441-4455542-113112
Mih (Mvh) 1151345-2154341-4445545-315111
Min (Mvn) 1151255-2154242-4455545-311114
Mip (Mpp) 1151455-3133341-4434545-411115
Mem (Mxc) 1151254-1152132-3355534-133331
Mec (Mcc) 1151254-1152131-2255525-115111
Sec (Sec) 1115443-3232231-2322422-124121
Sem (Sem) 1115443-3233132-2333321-133331
Smm (Smm) 1115555-2144143-3434432-132341
Smc (Smc) 1115555-3233242-3433432-223221
Smi (Soo) 1115555-2154443-4455543-122222
Sme (Sll) 1115555-1142132-2244423-142441
Sin  (Sin) 1115555-4322143-4422222-224221
Sii  (Sii) 1115555-5422454-5522232-114111
Shf (Shf) 1115555-3133241-4444545-415111
Shv (Shv) 1115545-4154342-4434555-115111
Shh (Sgg) 1115545-5155551-5555555-115111
Scc  (Scc) 1115555-1143131-2234525-115111
Arr (Mrr) 1151354-1100001-1044515-151551
Aro (Srr) 1115555-1100001-1034515-151551
Add (Muu) 1151323-5150005-5055555-151551
Ado (Suu) 1115555-5150005-5055555-151551

The total number of the types of the 3" order in the Table 3 is less than 61
since with additional new attributes some types no longer differed by at least
11 deviations one from the other. It was also decided to eliminate a few types
of the 3" order for which the codes were based on insufficient number of cases,
and to leave the further subdivision of the types of the 2" order open.

E2# Traditional extensive agriculture *

Land held in common or under servile or share tenancy. Small scale agriculture
with low inputs of labour, very low (if any) capital inputs, extensive use of

24 In the present version of typology, the symbols have been changed in such
a way that they symbolize certain characteristics —e.g.,, A,a—animal, ¢— crop,
E,e —extensive, i — intensive, 1 —large-scale, M — market-oriented, m — mixed, S —
socialized, s — specialized, T — traditional etc. The codes from the former version are
presented in the parantheses.

% As it is impossible for the names of types to represent all the 27 characteristics,
only some of those characteristics, that best differentiate a given type from the other,
have been used to form a name.



140 J. Kostrowicki
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Fig. 7. Hierarchy of world types of agriculture

1 — first order, 2 — second order, 3 — third order; 4 — 10 deviations or less, 5 — 11-15 deviations,
6 — 16-21 deviations, 7 — 22-32 deviations

land, very low to low land and labour productivity, very low commercialization
and specialization, oriented chiefly toward food production whether vegetal
or animal.

En. Nomadic herding

Land held in common. Small to medium scale migratory herding, with or
without supplementary crop growing. Very low labour and (if any) capital
inputs, extensive use of land, very low to low productivity and commercializ-
ation, livestock products dominant.
Enn (Tnn) Nomadic herding
North Africa, Middle East
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Fig. 8. Hierarchy of world types of agriculture
Grouping: 1 — first order, 2 —second order, 3 — third order

Nomadic herding with subsidiary crop growing

Enc (Ton) North Africa, Middle East

Ef. Shifting cultivation

Land held in common, very small to small scale agriculture with very low
inputs of labour and (if any) capital inputs, very low to low productivity, very
low commercialization, mixed food crop production dominant.

Eff (Tsf) Shifting, forest fallow, agriculture
Central Africa, South-East Asia, Amazonia
Efb (Tsb) Rotational, bush fallow, agriculture

West Africa, South East Asia, Latin America
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FORMAL CRITERIA OF THE EVALUATION

As there is no unequivocal criterion of the evaluation of goodness of the
division of a set we have used a system of 14 criteria. The system was formu-
lated on the basis of the principle, stipulating consideration of the various as-
pects of intuitive premise of taxonomy — minimalization of intragroup differen-
ces and maximalization of intergroup differences.

The criteria adopted by us are as follows:

1. Average intergroup distance K,, = d,,

min (d“)
=l jmitl |,‘,‘,3',',

(n (1dym = =1

2. Maximal intergroup distance K,, = d,

(2) dyx = max min (dy)
ll.th lllNc
=) leNy
3. Minimal intergroup distance K,, = d .

(3) dux = min min (dy;)
T R A

4. Proportion of average intergroup distance of average of averages intra-
group distances K,, =-‘d7‘—'~

SIS
4 e = — e T
% % o = t‘c'itd" (m=Dm
Pl
where:
N —is the set of numbers of groups,
n —is the number of groups,
d,,— is the euclidean distance between the kth and jth objects(spatial units),
N, —is the set of numbers of objects belonging to the ith group,
n, —is the frequency of the ith group.

http://rcin.org.pl



5. Product of maximal intergroup distance and average diameter of groups
Ku - dllx'dwn

1
(35 Ay = — max (dy)
n JeN
=1 lCNlI
Jhk
6. Product of maximal intergroup distance and average of averages intra-
group distance K,; = dy.*d,,
7. Proportion of average diameter of groups to minimal intergroup distance

dum

Kig = ——

mx
8. Proportion of average of averages intragroup distances to minimal inter-
group distance K,; = -g'—’-
9. Average intergroup ratio K,, = d,
n n
P
=l Jmisd
D = max (dy)/ min (dy) for {i,j:leN, jeN, i # j}
M‘l keN,y
leN; leNy
10. Maximal intergroup ratio K,, = dy
(7) dn = max (Du)
,IM
i#)
11. Minimal intergroup ratio K,, = d_,
(8) dy = min (D))
|l.ml
i?)

2
(6) d, = =1

http://rcin.org.pl
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In accordance with the given idea of the criterion of goodness of the division
of a set, which implies that the most profitable situation is when the intra-
group distance is minimal and the intergroup distance is maximal — the divi-
sion of a set will get better with smaller values of criteria K,,, K,,, K;;, K,
K., K, K,y K,;, K,y and K,;, and higher values of criteria K,,, K,,, K,;; and

K,,.

THE APPLICATION

A system of 14 quantitative criteria was used in the formal evaluation divi-
ding results of a set of 61 spatial units of the world described by means of the
codes,” in this work five following taxonomic methods were used: WARD'S,
Z. Piasecki’'s ORLINE, M. Paprzycki’'s FARELL-mod, M. Paprzycki’s GRAVITY
and Z. Piasecki’s IDVER. They were selected from among 16 taxonomic methods
analysed earlier and matched in such a way that they represented various kinds
of taxonomic methods and various areas of potential applications.?

WARD'S METHOD IS ONE OF THE DENDRITIC METHODS ¢

This method is based on the principle of division of the set by using the
criterion of the minimal growth of intragroup variance.

The dividing results of the analysed set obtained by this method are given
in Fig. 1. and in Table 1.

'ﬁ‘ﬁjli"‘dvn"d’)(:lu 4245 322018 1724232013 8 1226 6
3 16:22.25:19:21:9 ',-.-.144;-4

86 60 BT 5847 51 36 13% 31 3% WX A1, 28 X 27 16:22 2
| 1] 11
| (|
) |
l l |
\ |

“u-

Fig. 1. Linkage tree for grouping by WARD'S method

ESS = Error Sum of Squares
The diagram has been made in logarithmic scale

7 The codes worked out by Professor J. Kostrowicki (Annex 3).

8 Methods: ORLINE; FARELL-mod, GRAVITY and IDVER are described in a
paper by K. Bielecka, M. Paprzycki, Z. Piasecki, Proposal of new taxonomic methods
for agricultural typology, Geogr. Pol., 40, 1979, pp. 191-200.

¥ WARD’'S method is described in: J. H. Ward, Hierarchical grouping to optimize
an objective function, Journal of the American Statistical Association, 58, pp. 236-244.
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THE ORLINE METHOD REPRESENTS DIAGRAPHICAL METHODS

This method, which is a formalization of the idea of Czekanowski’s diagra-
phic method,!® utilizes distances and orders the objects linearly.
The dividing results of the set by ORLINE method are given in Table 2.

Dividing results of the set of 61 world types of agriculture

TABLE 1. Grouping by the WARD’S method

Group I. ( 50 53 54 56
Group II. ( 55 57 60 )
Group III, ( 48 58 59 )
Group IV. ( 46 47 49 51
Group V. ( 31 33 34 35
Group VL. ( 39 40 41 42
Group VII. ( 28 30 32 45
Group VIII. ( 16 17 18 27
Group IX. ( 22 23 24 25
Group X.( 8 9 13 15
Group XL ( 11 12 14 26
Group XII. ( 3 6 7 10
Group XIII. ( 1 2 4 5
Group XIV. ( 44 61 )
Group XV. ( 43 52 )

36 37

18 )

29 )

19 20 21 )

TABLE 2. Grouping by the Z.

Piasecki’s ORLINE method

Group
Group
Group
Group
Group
Group
Group
Group
Group
Group
Group
Group
Group
Group
Group
Group
Group

#3755
il 130 VL
L. ( 9 12 )

TV (e v

V. (6 10 11 13 14
VI (23 25 )
VIL ( 26 27 )
VIIL ( 22 24 )

IX. ( 28 29 30 31 32 33
X. (38 45 )

Xl CRIOBIL " 42 1)

XII. ( 46 47 48 58 )
XII. ( 49 50 55 56 )
XIV. (59 )

XV. ( 51 53 54 57 )
XVL. ( 60 )

XVIL ( 43 44 52 61 )

15 16 18 19 20 21 )

10 J. Czekanowski, Zur Differentialdiagnose der Neandertalgruppe, in: Korespon-
denz-Blatt der Deutschen Gesellschaft fiir Anthropologie, Ethnographie und Urge-
schichte, XL, 1909, pp. 44-47; Zarys metod statystycznych w zastosowaniu do antro-
pologii (An outline of statistical methods applicable in anthropology), in: Prace To-
warzystwa Naukowego Warszawskiego, 111 Wydziat Nauk Matematycznych i Przy-
rodniczych, 5, 1913, pp. 167-172.
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TABLE 4. Grouping by the M. Paprzycki's GRAVITY method

Group

Group

Group

Group

Group

Group

Group

Group

I.1.
1.2,
1.3.
1.4.

II.
IL.1.
II.1.1.
IL.1.2.
11.1.3.
I1.2.
IL.3.
11.4.

111.

L.
I11.2.
111.3.

1v.
IV.1.
IV.1.1.
IV.1.2.
IV.1.3.
1v.2.
1V.3.
1v.4.
IV.S.

V.1,
V.1.1.
V.1.2.
V.1.3.
V.14,
V.1.5.
V.2
ok,
V.3.1.
V.3.2.
V4.
V.5,

VI.
VL1.
VI.2.

VII.
VIL1.
VIIL.2.

VIIL.

P S e e T W i N T}

1
1
3
4
7

8
13
13
19
20
10

8
14

16
16
25
27

30
31
31
33
34
30
39
41
22

46
46
46
48
49
51
59
53
55
55
56
57
50

28
28
29

24
24
44

23

v AN N
~

)

10 11 12 13 14 15 19 20 21 26 )+ ( 9 extreme )
19 20 21 )

21 )

)

)

1 12 )

15 ) + ( 9 extreme )

26 ) extreme sub-group

17 18 25 27 )
17 18 )

)

)

31 32 33 34 35 36 37 38 39 40 41 42 )+ (22 extreme )
33 34 35 36 37 )

35
37
36
32
40 ) + ( 38 extreme )
42 ) extreme sub-group

) extreme sub-group

47 48 51 53 54 55 56 57 S8 59 60 )+( SO extreme )
47 48 49 51 S8 ) + ( 9 extreme )
47 )

58 )

)

)

) extreme

54 )

56 50 )

60 )

)

)

) extreme

29 45 )

45 )

)

43 44 52 61 )

43 52 )

61 ) extreme sub-group

)
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TABLE 3. Grouping by the M. Paprzycki’s FARELL-mod method

Group . ( 3 6 7 8 9 10 11 12 13 15 18 19 20 21 23 )
Group II. ( 1 )
Group III. ( 3 )
Group IV. ( 16 17 )
Group V. ( 22 29 30 31 32 33 34 35 36 37 38 39 40 )
Group VI. ( 24 43 )
Group VII. ( 25 )
Group VIII. ( 14 26 28 45 )
Group IX. ( 27 )
Group X. ( 41 42 )
Group XI. ( 46 47 48 49 50 SI 53 54 56 57
Group XII. ( 52 )
Group XIII. ( 58 59 )
Group XIV. ( 55 60 )
Group XV. ( 44 )
Group XVL. ( 61 )
TABLE 5. Grouping by the Z. Piasecki’'s IDVER method
Group 5 (9 )
Group II. ( 43 44 52 61 )
Group IIL. ( 3 4 33 )
Group IV. ( 22 24 35 36 37 47 49 51 57 )
Group V. ( 53 54 )
Group VI. ( 34 38 46 48 50 55 56 58 59 60 )
Group VIL. ( 19 21 )
Group VIII. ( 23 26 28 29 30 31 32 39 40 41 42 45 )
Group IX. ( 27 )
Group X. ( 2 6 7 8 10 11 12 13 14 15 16 20 25 )
Group XL ( 9 18 )
Group XII. ( 17 )
Group XIII. ( 1 )

For letter symbols see: Annex 3
Numeral symbols applied in these tables correspond with those used by Professor Kostrowicki in his paper
A hierarchy of world types of agriculture — published in the present volume, Table 2 p. 131.
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TABLE 6
Criteria WARD’S ORLINE FARELL GRAVITY GRAVITY IDVER
method ~mod I I

aes 7.28 6.16 4.12 8.16 3.70 6.20

dys 5.63 5.22 3.41 5.54 3.18 4.54
Ko dsm 8.10 8.82 9.49 6.48 8.63 8.15
Ky, dyx 13.53 19.03 15.97 10.05 14.76 15.23
K, ars 3.87 3.46 3.87 4.24 3.87 3.16
K;s dym[dws 1.44 1.69 2.78 1.17 2.7 1.79
Kis drx * dm 98.47 117.25 65.79 82.00 54.58 94.48
Ks dyx * dws 76.15 99.30 54.41 55.70 46.99 69.16
K6 dym * dmx 1.88 1.78 1.06 1.92 0.95 1.96
K4 dys * dmx 1.45 1.51 0.88 1.31 0.82 1.44
Ko ds 1.68 1.49 1.44 2.18 1.32 1.80
Ky du 3.00 3.15 3.46 3.50 2.53 4.05
K, dm 1.14 1.00 1.00 1.25 1.00 1.00
K3 ds* dys 9.47 7.78 4.90 12.09 4.22 8.15
K,s dy * dym 21.84 19.42 14.27 28.57 9.36 25.13
K;s Ay dws 16.89 16.45 11.80 19.41 8.06 18.40

n 15 17 16 8 26 13

The results obtained reveal that:

— no division is best if all evaluation criteria are taken into consideration,

— each division possesses a criterion which makes it good,

— the biggest number of best ratings was yielded by the GRAVITY method
(26 groups),

— in the light of 14 criteria adopted in our research the order in which the
methods are arranged is as follows: starting with GRAVITY II, GRAVITY I,
FARELL-mod, WARD’S, ORLINE, IDVER.

CONCLUSIONS

1. As an outcome of the application of a number of criteria of the formal
evaluation of classification methods a table of numerical results of evaluation
of the analysed quantitative methods is obtained (Table 6). The table should
in turn be formally evaluated by means of a method which to a great extent
is conditioned by the subject of research. Various formulas are used to reduce
the figures describing every method to an unequivocal criterion, for example:

— the maximum of the number of the highest ratings,

— the maximum of the number of the lowest ratings,

— the maximum of the sum of ratings normalized in the criteria of the
formal evaluation,

— the maximum of the weighted sum of ratings normalized in the criteria
cf the formal evaluation (weights depending on the significance of the cri-
terion),

— the maximum sum of ‘places’ obtained by the ratings in the criteria of
the formal evaluation,

— the maximum sum of the ranks of ratings in the criteria of the formal
evaluation.
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10. The Hubert divisive method B

11. The McQuitty elementary linkage analysis

12. The McQuitty restricted linkage analysis

13. The McQuitty maximum distance replacement
14. The Wroctaw Taxonomy method

15. The FARELL method

16. The Ward method

ANNEX 2. F. A. Szczotka's formal criteria of the evaluation of goodness of the
division of a set

1. Indices characterizing the frequency of the groups
(1) Number of one-object groups
(2) Number of objects in the most numerous group
(3) Variance of the number of the objects in groups
2. Indices characterizing the homogeneity of the groups
(4) Sum of squares of intergroup distances
(5) Average square of intergroup distances
(6) Relative sum of squares of intergroup distances
(7) Sum of squares of distances from the center of intergroup gravity
(8) Sum of squares of distances between groups
(9) Ratio of the sum of squares of distances between groups and sum of squares
of distances from the center of intergroup gravity.

ANNEX 3. Numbers and symbols of 61 objects of the classified set*

No. Symbol No. Symbol No. Symbol No. Symbol
1. Tsf 17. Tse 32. Mmn 47. Sem
2. Tsb 18. Tsc 33, Mml 48. Smc
3. Toc 19. Tmk 34, Mxm 49. Smm
4. Ton 20. Tmc 35. Mxg 50. Scc
S. Tnn 21. Tmm 36. Mxc 51, Sl
6. Tem 22. Tml 37. Mx1 52. Srr
7. Tec 23. Lec 38. Mcc 53. Ste
8. Tds 24, Ll 39. Mvm 54. Sth
9. Tdh 25. Lpp 40. Mvh 55. Shv

10. Tia 26. Mii 41. Mvn 56. Shf

11. Tin 27. Mss 42, Mpp 57. Soo

12. Tii 28. Mhg 43, Mrr 58. Sin

13. Tin 29, Mhf 44. Muu 59. Sii

14, Tji 30. Mmc 45, Mgg 60. Sgg

15. Tjm 31. Mmm 46. Sec 61. Suu

16. Tsv

* Source: J. Kostrowicki, World types of agriculture, Warsaw 1976, International Geographic-
al Union, Commission on Agricultural Typology, pp. 24-35; also: A hierarchy of world types of
agriculture — published in the present volume, Table 2, p. 131, and table 3 p. 138.
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Types of agriculture in Macedonia 165

TABLE 1. Classes of world ranges of individual variables (according J. Kostrowicki, The typology
of world agriculture ... op. cit.)

Classes
No. of the 1 2 3 4 5
vasiuls very low low medium high very high
ils non measurable variables
2. non measurable variables
3. 0-2 2-8 8-50 50-200 200
4. 0-5 5-20 20-50 50-200 200
5. 0-2 2-10 10-50 50-200 200
6. 0-100 100-900 900-10,000  10,000-80,000 80,000
7. 0-3 3-15 1540 40-150 150
8. 0-2 2-8 8-16 16-30 30
9. 0-6 6-15 15-36 36-90 90
10. 5-10 10-30 30-80 80-200 200
11. 0-10 10-25 25-50 50-80 80
12. 0.-0.1 0.1-0.3 0.3-0.7 0.7-1.3 1.3
13. 0-10 10-20 20-40 40-60 60
14. 0-20 20-40 40-60 60-80 180
15. 0-10 10-30 30-80 80-180 180
16. 0-5 5-20 2045 45-100 100
17. 0-40 40-100 100-250 250-800 800
18. 0-20 20-40 40-60 60-80 80
19. 0-3 3-12 12-30 30-80 80
20. 0.05-0.1 0.1-0.2 0.2-0.4 0.4-0.8 0.8
21, 0-20 20-40 40-60 60-80 80
22. 0-20 2040 40-60 60-80 80

* Numbers of variables the same as listed in the paper.

(20) Degree of specialization measured by the method described by J. Ko-
strowicki,?

(21) Orientation in gross production measured by the percentage share of
livestock products in gross agricultural production,

(22) Orientation in commercial production measured as the percentage rate
of livestock products in commercial production.

As suggested, the normalization of the quantifiable variables was based on
their world ranges, subdivided into 5 classes (Table 1). Letters were used to
denote the two non-quantifiable variables.®

(1) The first variable — land ownership — clearly differentiates Macedonian
agriculture as consisting of private farming (P) —58.1 per cent of agricultural
lard in 1972, state farming (G) covering 31.1 per cent, and collective farming
(K’ accounting for 10.8 per cent of agricultural land. Proportions between these
three forms of land ownership vary in the various opstinas (Fig. 1). State farm-
ing is the most common in Central and Western Macedonia, where it exceeds
40 or sometimes even 50 per cent of agricultural land, while in the North-East
and South-West its share falls under 10 per cent of agricultural land and in
4 cpstinas there are no state farms at all. Collective farming (K) is even more

» J. Kostrowicki, op. cit., Appendix No. 4.
' J. Kostrowicki, op. cit., pp. 2-18.
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Fig. 1. State farming in percent of agricultural land (Key to Figs. 1-3)

Fig. 2. Collective farming in percent of agricultural land
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concentrated (Fig. 2). In few South-Western and North-Eastern opstinas it
exceeds 20 or even 30 per cent of agricultural land, while in the most of Ma-
cedonia it spreads over less than 10 per cent of agricultural areas and in 5
opstinas collective farming is absent. Consequently, the share of individual
farming (P) is the highest (Fig. 3) in the Eastern and South-Western parts of
Macedonia, where in several opstinas it exceeds 80 or even 90 per cent of agri-
cultural land, while in Central and North-Western Macedonia it does not reach
50 or even 40 per cent of agricultural land.

\ I i : } i \J'} ( |i| ’ : | b

[.\_‘ «,L { ;T' Fﬂ r| : 1 : | L#\mk\ - : l LW} l |.
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Fig. 3. Individual farming in percent of agricultural land

(2) In private farms most of the labour force consists of the owners and
their families (P). Tenancy is rare, and hired workers, whether permanent or
seasonal, do not play any role in the total number of people employed in pri-
vate agriculture. On the other hand, state farms are worked by hired hands (H)
and in collective farming the members of the collectives and their families (K)
provide most of the labour force, with some seasonal hired workers, particularly
in the opstinas engaged in tobacco or fruit growing.

(3-6) The size of individual holdings differs greatly from that of the social-
ized farms. Most of the individual farms are very small. Their average for
most opstinas varies from 2 to 5 hectares (1), being larger — from 5 to 6 hec-
tares (2) —only in the four North-Eastern opstinas. Consequently, the number
of people employed in agriculture per one individual holding is also very small,
and generally varies from 1 to 2 persons; in two opstinas only it amounts to
0.7 person (1). In 9 opstinas, situated mostly in the North and East, where
farms are larger it ranges from 2.0 to 2.7 persons per one holding.

The number of livestock is also low in individual farming. It oscillates
between 2 to 6 conventional large animal units per 1 holding (2). Finally the
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In most of the country they amounted to 16-30 draught units (4) per 100 hecta-
res of cultivated land.* In 6 opstinas they reached 30 to 39 units (5).

Horses, mules, asses, oxen and buffaloes constitute the draught animal
power, their proportion varying from commune to commune. In socialized
farming the use of animal power (mostly horses) is negligible — in most cases
there is less than 1 and often less than 0.1 unit per 100 hectares of cultivated
land (1).

1-3 3-15 15-40 40-150

Fig. 4. Number of actively employed in agriculture per 100 hectares of agricultural
land

In this and all further maps circles represent socialized farming. The size of circle is pro-
portional to the ratio of socialized farming in total agricultural land. Individual farming is
marked on the background

(9) The inputs of mechanized power in individual farming were low (2),
varying from 6 to 15 HP per 100 hectares of cultivated land, in about a half
of the country. In 13 opstinas, situated mostly in the North-East and South of
Macedonia, they were still lower — 0.1 to 6 HP (1). Only in 3 opstinas they ex-
ceeded 15 HP with a maximum of 21 HP per 100 hectares of cultivated land.
High inputs of labour and animal power and a low mechanization point to
a low level of technology in many individual farms. Horse or oxen driven
ploughs and even ards, hoes and scythes are still in use in many villages, situ-
ated particularly in the more remote areas, while at the same time the use of

10 Total agricultural land minus an area under rough pastures has been accepted
as cultivated land.
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tractors and combines is increasing; these are usually rented from some richer
neighbours or from agricultural cooperatives.

Mechanization in socialized agriculture is much higher. All the opstinas
but one possessed more than 90 HP per 100 hectares of agricultural land (5),
some of them had even 250 HP or over. Tractors with associated machinery
and combines constitute basic draught power in both the state and collective
farms.
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Fig. 5. Animal draught power per 100 hectares of cultivated land

(10) The contrasts are much less noticeable as far as the use of mineral
fertilizers is concerned. In individual farming the use of fertilizers in about
a half of the opstinas ranges from 30 to 80 kg in pure content (NPK) per one
hectare of cultivated land (3) and in the remaining half from 80 to 140 kg (4).
In socialized farming mineral fertilizing is usually high, from 80 to 200 kg (4)
to 220-230 kg (5) in 2 opstinas. Only in 7 opstinas mineral fertilizing was lower,
ranging from 43 to 80 kg NPK per 1 hectare.

(11) Although water deficiency is one of the principal obstacles to