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Study on changes and self-similarity... 9

Fig. 1. First (a) and second (b) eigenvalues of half-year mean air temperature anomalies

through rotation of a field by 90°. The first eigenvalue, which, as noted
earlier, describes the general trend in a temperature field, is about 2.5 times
greater than the second and 3.2 times greater than the third. The second
and third eigenvectors describe the centers of the largest temperature anom-
alies in the considered region. The joint contribution from the second to
fifth eigenvectors is very close to the magnitude of the first eigenvalue.
Interesting features are observed if we estimate the dispersion of the second
and third EOF coefficients for warm and cold periods separately. The dis-
persion of a second EOF for the warm half year period is almost twice as
great as the dispersion for the cold period. As a result, during the warm
half-year period the change of sign of the temperature anomaly more fre-
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Fig. 2. Third (a) and fourth (b) eigenvalues of half-year mean air temperature anomalies

quently occurred in the west—east direction. A similar, but weaker effect is
observed during the cold period. Finally during the year as a whole a west—east
variation dominates.

Looking at the fifth EOF (Fig. 3a) we can see the quite large centre of
a temperature anomaly over Central Europe. This means that this EOF in
particular is most important for a description of half-year temperature anom-
alies over Poland. The fifth eigenvalue is about four times lower than the
second one, but about twice as great as the 6-th one. The first five eigenvalues
are responsible for more than 73% of the common dispersion of the temperature
anomaly field and the first ten eigenvalues for about 85% (Table 1). In
general, the higher EOF's show very complex patterns, difficult for reasonable
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Fig. 3. Fifth (a) and sixth (b) eigenvalues of half-year mean air temperature anomalies

physical interpretation. It seems that their forms are to a great degree
determined not so much because of real fluctuations in the temperature
field, but because of errors in meteorological observations and a certain
nonrepre sentativity of individual data stations, which, as a consequence of
the independence of air temperature measurements at different stations
should be uncorrelated in space. Therefore we could take as a first estimation
of the upper limit of the noise level in the considered data a magnitude of
the eigenvalue of about 1.0. More detailed consideration shows that the
value of the 11th and next eigenvalues are not noticeably different. The
smallest has an order 2*1072. This means that the level 1.0 is not a level
of a noise "plateau” and that EOF's of the second and even few next decades
do not represent a pure noise. It may therefore be that we cannot exclude
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Fig. 4. Log-log plots of distance to the analogue state as a function of neighbour number

(a) without normalization (b) with antilog normalization
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—

Fig. 8. Air temperature anomaly forecast for cold period (X.92-II1.93)
(a) using linear correction by the best analogue, (b) using averaged value of 20 best analogues
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Fig. 9. Air temperature anomaly forecast for a cold period (X.92-II1.93)
(a) using a linear correction by 7 best analogues, (b) using an analogue-antilog method
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Fig. 10. Air temperature anomaly forecast for a cold period (X.92-II1.93)
(a) using a minimal norm method, (b) observed anomaly of the air temperature field
in period X.92-111.93

http://rcin.org.pl



http://rcin.org.pl



http://rcin.org.pl



http://rcin.org.pl



http://rcin.org.pl



http://rcin.org.pl
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Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Mean minimum air temperature (°C)

obs. -7.0 62 -19 2.1 70 10.1 113 109 7.7 35 -06 —4.0
gen. -89 -76 =30 2.1 5.9 99 113 106 6.9 28 -17 -64
Mean number of days with T max > 30°C

obs. 0 0 0 0 0.1 0.1 0.6 0.5 0 0 0 0

gen. 0 0 0 0 0.2 0.7 0.9 1.0 0.2 0.1 0 0
Mean number of days with T min < 0°C

obs. 26.0 22.7 193 9.4 16 0.1 0 0 0.9 66 159 229

gen. 302 263 229 8.6 1.7 0.1 0 0 1.6 78 189 283

Monthly mean precipitation, the mean daily maximum and minimum
temperature as well as the radiation generated by the LARS-WG model
corresponded with the observed data for Zamo$é. The characteristics reflecting
extreme temperatures above 30°C and below 0°C also complied with obser-
vations. The duration of dry and wet series were simulated less accurately
in some months due to the limited number of years (14) available for analysis.

The differences between the values simulated by generator and those observed
for precipitation, solar radiation and maximum and minimum temperature,
were additionally compared to the standard deviation which defines parameter
variability. Analysis in Table 2 proves that in only three cases for solar radiation
and one for minimum temperature did the differences between the generated
and observed records slightly exceed standard deviations.

TABLE 2. Comparison of differences between generated and observed values for climatic
parameters (r) and standard deviation (d)

mean monthly mean daily mean maximum  mean minimum air

precipitation radiation air temperature temperature

months r d r d r d r d
I -2.9 14.5 0.4 0.3 0.5 3.6 -1.9 5.0
II 15 11.3 0.5 0.7 0.3 4.2 -1.4 4.9
III 4.9 16.3 0.9 1.0 -0.1 3.2 -1.1 2.4
Iv -3.1 22.7 14 1.2 1.1 1.9 0.0 1.7
v -6.7 19.1 0.0 2.1 0.4 1.5 -1.1 1.5
VI -8.5 34.8 2.2 2.6 0.1 1.6 —0.2 1.0
VIl 1.6 35.3 0.5 2.3 -0.1 1.6 0.0 1.1
VIII 2.2 35.2 -0.3 2.0 -0.5 14 -0.3 1.2
X -2.4 26.7 14 1.2 0.6 2.0 —0.8 0.8
X 2.8 26.2 0.1 14 -0.5 1.3 0.7 2.1
XI -23 17.9 0.5 0.5 0.5 2.0 -1.1 2.1

XII -10.7 13.6 0.4 0.2 -0.3 1.8 -4 1.9
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In general, the LARS-WG validation process using observational data
from the Polish station in Zamoé¢ brought positive results. The model derived
statistically adequate series of synthetic daily data which significantly re-
semble the 14-year series of daily data available from selected stations.

Figure 1 is an example of the comparison of the two (observed and gen-
erated) simulations which reflect the daily annual sums of precipitation in
Zamosé. The length of the dry series is simulated less accurately than that

..........

3
N

42 7 % 120 4 152

day of the year

Fig. 1. Observed (Zam) and generated (WGQ) daily sums of precipitation in Zamos¢

of the wet series (Fig. 2) but the differences between generated and observed
values are rather slight (up to 1 day). Other climatic variables simulated
by LARS-WG such as maximum and minimum temperature for both dry
and wet series indicated a high degree of similarity to the observed data.
Solar radiation is better simulated for the dry series than for the wet series
when the differences reach 1 MJ/m%day.

CLIMATE CHANGE SCENARIOS

LARS-WG was further employed to assess regional climate change sce-
narios on the basis of results from the UKTR global model. To generate
scenarios LARS-WG uses two parameter files:

— the weather statistics file describing observed climate at a site,

— the scenario parameter file describing changes in means and variations
of weather variables, which were derived from UKTR GCM.

Th e weather statistics file allows for an assessment of dry and wet series
distribution parameters, long dry and wet series probability, the average
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day of the year

Fig. 2. Observed (Zam) and generated (WG) mean length of dry and wet series in Zamos$¢

length of long dry and wet series, average precipitation during wet series,
the average maximum and minimum temperature during dry or wet days
and its standard deviations. Information about changes in climatic variability,
e.g. temperature variability and the duration of dry and wet spells, was
derived from analyses of daily grid-box UKTR data from the last decade
(years 66—75) of the transient experiment (on the basis of the grid containing
Zamosc). The weather statistics file is next employed in the LARS-WG model
to create simulations of anticipated changes in climate elements using the
scenario parameter file.

The scenario parameter file contains information concerning assumed
changes in: daily sums of precipitation, the duration of dry and wet series,
temperature and radiation and its standard deviation changes for every
month. In the case of the base scenario (used in the LARS-WG validation
process), all these parameters are 1 (rain, dry and wet spells, standard
deviations of temperature and radiation) or 0 (temperature and radiation).

In order to assess two kinds of climate change scenarios, data in the
scenario file were modified on the basis of UKTR projections of perturbed
simulation:

— in the first one, monthly mean changes in temperature and changes
in relative amounts of precipitation were introduced,

— in the second scenario, changes in temperature and precipitation varia-
bility and the duration of dry and wet spells were also incorporated.

Both cases of scenarios were calculated using weather statistics generated
using observations.

Information about changes in climatic variability such as temperature
variability, and the duration of dry and wet spells was derived from UKTR
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grid-box daily data from the last decade of the transient experiment (66—75).
Within the next stage of this study the regression downscaling procedure
will be employed to calculate site-specific changes in mean monthly tem-
perature and monthly relative changes in precipitation.

RESULTS

The climate change scenarios that were constructed using the results of
the UKTR model predict an increase in precipitation by ca. 30% in July,
according to the mean monthly changes scenario, and by about 45% according
to the scenario which presumes weather variability for Zamo$¢ as well as
a decrease of rain during autumn by ca. 20% and 40% respectively (Fig. 3).
UKTR predicts a slight decrease in the number of wet days in Zamos¢ (Fig.
4). The above mentioned predictions indicate that rainfall will be more in-
tensive,

precipitation (mm)
J

D(;_-L'
77
R

i1l

Fig. 3. Mean monthly precipitation in Zamo$¢: observed (Zam), generated (WG) and predicted
by UKTR model based on 2 scenarios (mean monthly changes — UKTR and changes including
variability — UKTRV)

v v Vi Vi Vi IxX X X1 Xl

months

Radiation will generally be augmented, especially in the summer time
— by about 1-2 MJ/m?%day (Fig. 5).

There are expected changes in temperature extremes: both the mean
maximum (Fig. 6) and minimum temperatures will be higher (T max even
up to 5°C in winter, T min up to 4°C). The number of days with a maximum
temperature above 30°C will increase (up to 6 days in August), whereas
days with a minimum temperature below 0°C will decrease in number (even
by about 12 days in February).
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Fig. 4. Mean number of wet days in Zamo$é: observed (Zam), generated (WG) and predicted by

UKTR model based on 2 scenarios (mean monthly changes — UKTR and changes including
variability — UKTRV)

According to both scenarios the biggest differences within the projected
changes of climatic parameters concern monthly mean precipitation, mean
number of wet days and mean number of days with extreme temperatures
(> 30°C and < 0°C). These parameters when averaged monthly do not reflect

Fig. 5. Daily mean radiation in Zamo$é¢: observed (Zam), generated (WG) and predicted by
UKTR model based on 2 scenarios (mean monthly changes — UKTR and changes including
variability — UKTRV)
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Fig. 6. Mean maximum temperature in Zamos¢: observed (Zam), generated (WG) and predicted
by UKTR model based on 2 scenarios (mean monthly changes — UKTR and changes including
variability — UKTRYV)

potential changes from one day to another. In the case of other parameters
like daily mean radiation or mean maximum and minimum temperature,
the results of the two climate change scenarios are very similar.

To sum up the predicted changes in climatic conditions regarding the
enhanced CO, concentration in the atmosphere in a selected region of Poland,
assessed on the basis of the UKTR GCM data, would concern higher tem-
peratures (both maximum and minimum), increased precipitation (by about
12% — monthly mean changes scenario and 37% — scenario including vari-
ability annually), slightly enhanced intensity of precipitation and increased
solar radiation in the period August-November.

The assessed climate change scenarios can next be applied to crop models
(like CERES) that usually require 30-year daily data of primary climatic
variables (such as maximum and minimum temperature, precipitation and
radiation) and investigate potential changes in plant growth and development
and the adaptation of plant cultivation to changed climatic conditions.

REFERENCES

Barrow EM., Semenov M.A. 1995, Climate change scenarios with high spatial and temporal
resolution for agricultural applications, Forestry 68, 4.

Climate Change and Agriculture in Europe: Assessment of Impacts and Adaptations. 1994.
Annual Report (October 1993-September 1994) of the Project funded by ENVIRONMENT
Programme, Commission of the European Union. Project Co-ordinator of the Report:



http://rcin.org.pl



http://rcin.org.pl



http://rcin.org.pl



http://rcin.org.pl



http://rcin.org.pl



Understnding and assessments... 43

Most parts of Poland also coincided with decreasing precipitation. The
precipitaion indicator for Poland in the cold 20-year period 1901-1920 was
4% highe than the many-year mean; in the warm 20-year period 1934-1953
it droppd 2% below the mean.

-

Fig 1. Annual isotherms all over Poland (in °C) in normal conditions 1961-1990 (upper)
ad or 2 X CO2 scenario, GFDL model, according to M. Gutry-Korycka et al. (1994)
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Fig. 2. Geopotential heights at the 500 hPa level correlated with positive (+) and negative (-)
air temperature anomalies in Poland and also correlated with precipitation deficiencies
in Poland (=)

B. Osuchowska-Klein (1987) also stated that we can speak of the epoch
character of the changes in circulation patterns over Central Europe.

Circulation epochs are reflectedin the observed changes in climatic conditions
in Poland (Trepinska 1988, Kozuchowski, Marciniak 1993, Ewert 1984).

It is not incidental that A. Girs’ (1977) circulation epochs correlate with
independently identified epochs of increased oceanic or continental features
in Poland’s climate (Table 1). Although these are not the only examples, it
is clear that the observed fluctuations of climate conditions are developing,
first of all, as a result of the changing effects of circulation factors. Another
question is that circulation is the internal "way of atmosphere functioning”
set in the climate system. However, precise determination of the role of
circulation factors in contemporary changes of climate elements would be
worth trying. The simplest thing that could be done is the examination of
how climate elements change in a definite circulation type.

RHYTHMIC CLIMATE CHANGES

The recurrence of climate events and periodicity of climate elements are
the basic problems for climate reconstruction and forecasting. Many attempts
have been made to determine the fluctuation periods. The results have varied
but in a way confirmed the assumption that each non-period function can
be approximated by means of a certain sum of period functions.



Table 1. Circulation epochs and changes in the continentality of climate in Poland
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a relation between climatic rhythm and the periodicity of sunspots, such as
the relationship between temperature oscillations and solar activity. 11-year
temperature fluctuations in the coldest month in Cracow were obtained by
means of a band-pass filter (Fig. 3). These fluctuations are not closely related
to successive solar cycles. Before 1957 they had shorter lengths and were
better approximated by a 9-year sinusoid (Boryczka 1993). It can be noted
however, that the amplitude of 11-year temperature fluctuations in Cracow
was increasing during very strong solar cycles. The correlation between the
amplitude of 11-year temperature fluctuations in particular cycles and the
maximum annual Wolf’s number of each cycle was calculated. The correlation
coefficient is 0.43 and is statistically significant.

This correlation confirms a certain indirect role of solar cycles in the
formation of climate fluctuations. According to A.A. Girs (1977) meridional

al

Fig. 3. Fluctuations of air temperature means for the coldest month in Krakow, UJ Observatory
(T) and annual means of Wolf numbers (WN). Values of temperature deviation from multi-
-annual means, 1826-1990 (m) were transformed by means of 11-year band filter. Numbers

of solar cycles are given under the curve of Wolf numbers

circulation forms are dominant with the growing secular cycle of solar activity.
Meridional circulation brings about both the cold and warmth advections,
thus the amplitude of temperature fluctuations in winter is growing.

Long cycles, the so-called secular cycles and the cycle of 178.7 years and
their climatic counterparts in particular, should be treated as a hypothetical
form of long-term climate fluctuations. Their recurrence have not been con-
firmed by existing series of instrumental observations.

I. Charvatova and J. Strestik (1993) stress the compatibility of warm
periods, high solar activity and the systematic type of the Sun’s rotation.
Maximum temperature means in central Europe, the USA and Canada were
in the years 1760-1780 and 1940-1950 and minimum means in the years
1830-1840. The systematic Sun’s rotation occurred around 1760 and 1940;
chaotic rotation related to low solar activity (Dalton’s minimum) occurred
throughout the first half of the 19th century. In those times (19th century)
the temperature in central Europe was 0,7°-0.8°C lower than in the 1760s
and 1940s. Similar dates for temperature extremes were found for the Arctic
Circle: maxima around 1760 and 1940, minima in the 1840s. In the nearest
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Effects of regional and local climatic... 61

area of 950 ha and an average depth of 28 m. Noteworthy is that the last
five years have been marked by a noticeable upward trend for temperature
recorded in the whole of Central Europe (Brizdil 1991) and also on the northern
side of the West Carpathians (Obrebska-Starkel et al. 1995).

SOURCE MATERIALS, METHODS

Frcm the outset of the meteorological observations carried out in Gaik
Brzezowa, the base station was the Terasa measurement site (altitude 259 m,
Table 1) located on an overflood terrace in a widening of the Raba River
valley ~esembling a basin. Because of the planned construction of the reservoir,
the new Kopiec base station was founded on the lower Foothills ridge (altitude
302 m in 1981. In the period 1981-1984 the stations operated in parallel.
The Zkocze station is the only station whose location was not changed, although
after camming of the Raba the relative height of its location became 12 m
above water level. In 1988 the Brzeg station (altitude 272 m) was founded
in the immediate vicinity of the reservoir (Fig. 1).

TABLE 1. Location of the stations used in the present paper

Station Altitude (m) [0} A Period of
observation
Gaik Terasa 259 49°52'N 20°04’E 1971-1984
Brzezova  Zbocze 283 1971-1992
Kopiec 302 1982-1992
Krakéw Botanical Garden 206 50°52'N 19°58'E 1971-1992
Szymb:rk 315 49°38'N 21°07E 1971-1992

Anilyzed in this paper are the trends to changes in mean annual air
tempe-ature and its mean annual extremes from both the measurement
sites a. Gaik Brzezowa. Durations of the "partial” series composing the base-
statior series (Table 1) were also taken into account. The values used in
this aralysis are based on true means calculated from the data recorded by
thermigraphs. The thermographs were placed in shelters at a standard height
above ground level. Fluctuations in air temperature were presented with
the useof five- year moving averages. The magnitudes of trends were computed
from the mean annual values of temperature parameters in the form of
linear regression equations. The seasonal trends underlying changes in the
above mentioned thermal parameters were also taken into account, for the
effectsof the reservoir on thermal conditions were recognized through changes
in the spatial distribution of mean temperatures of transitional seasons,
autum in particular. The seasons of the year also show different increases
in me:n hourly air temperature at night and attenuation of the occurrence
of air mperature inversions in the area of the Raba River valley (Obrebska-
Starkbwa, Grzyborowska 1995). This transformation of thermal conditions
gave rse to a change in the spatial structure of topoclimates starting from
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Fig. 1. Situation of the area under investigation and location of the topoclimatic sites

in the Raba river valley
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64 B. Obrebska-Starkel

The second procedure saw trends underlying air temperature changes
analyzed separately for Terasa and Kopiec stations, which both served as
base station in the years 1971-1984 and 1982-1992, respectively. The mag-
nitudes of temperature changes per decade calculated for these subperiods
were treated as proof that a different set of environmental factors affected
the local climate. The trend Yor air temperature changes was also determined
at Zbocze station (altitude 283 m), whose location was not changed over the
period 1971-1992,

The preliminary study of the homogeneity of the series of annual air
temperature at the stations in the Raba valley was carried out by the method
of differences (Table 2). The corresponding observation series from the Krakow-
Botanical Garden and Szymbark stations were assumed to be reference points.
Differences in mean annual temperature between the above reference points
were also compared with each other to reveal the growing intensity of the
urban heat island. The progression of differences between Krakow and Szym-
bark did not show a break in homogeneity. Likewise, an inhomogeneity of
the series was not found for differences between the base station in Gaik
Brzezowa and that at Krakow although the history of observations in Gaik
Brzezowa provides evidence for it.

TABLE 2. Differences in the mean annual air temperature (°C) for some chosen pairs
of meteorological stations in the years 1971-1992

Year GB-K Z-K S-Z S-GB K-S GB-Z
1971 -0.7 0.1 0.8 0.0 0.7 -08
1972 -0.7 -0.5 04 0.6 0.1 -0.2
1973 -0.7 -0.5 -0.4 -0.2 0.9 -0.2
1974 —0.6 -0.2 -0.6 -0.2 0.8 -04
1975 -13 -0.5 -0.3 -0.1 0.8 -0.2
1976 —0.7 —0.6 -0.3 0.2 0.9 -0.1
1977 -0.7 -0.3 —0.5 -0.1 0.8 -04
1978 -0.8 -0.5 -0.6 0.3 11 -0.3
1979 -0.7 0.2 -0.9 0.0 0.7 -0.9
1980 -0.6 -0.2 -0.6 -0.2 0.8 -04
1981 -0.7 0.1 -0.8 0.0 0.7 -038
1982 -0.9 0.1 -12 -0.2 1.1 -1.0
1983 -0.6 -0.1 -1.0 -0.5 11 -0.5
1984 -0.7 -0.4 -0.3 0.0 0.7 -0.3
1985 -0.6 -0.1 -0.8 -0.3 0.9 -05
1986 -0.4 0.0 -0.8 -0.2 0.8 —-04
1987 -0.6 0.2 -0.7 -0.3 0.9 -04
1988 -0.5 0.1 -0.9 -0.5 1.0 —04
1989 —0.4 -0.1 -1.1 0.8 1.2 -03
1990 -0.2 -0.1 0.9 -0.8 1.0 -0.1
1991 -0.5 -0.2 -0.9 -0.6 11 -0.3
1992 -0.3 -0.1 -14 -1.0 1.3 —-04

GB — Gaik Brzezowa, K — Krakéw, S — Szymbark, Z — Zbocze.
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The temperature trend over the observation period was therefore studied
assuming that a given set of climatic controls affects specifically the devel-
opment of variability of a studied element and of the distribution of its
value in time and space (Cehak 1977). On the basis of linear regression
equations describing the trends for selected air temperature characteristics,
it was estimated that the mean air temperatures in Krakow and Gaik
Brzezowa as well as in Zbocze showed similar trends (Table 3). The average
increase in the years 1971-1992 ranged from 0.9°C at Zbocze to 1.1°C in
Krakow. Similar were the values for temperature increase over the period
from spring to autumn; at the Raba valley stations this increase was higher
by 0.3-0.5°C than in Krakow. In Szymbark the increase in mean annual
air temperature over the studied period was found to be 0.3°C. For seasons
it was detectable only in summer and autumn, and was determined to be
1.0°C and 0.6°C, respectively.

TABLE 3. Average changes in the mean air temperature (°C) on the sites in the Raba valley,
in Krakow Botanical Garden and in Szymbark

a) in the period 1971-1992

Season Krakow Gaik Brzezowa Gaik Brzezowa Szymbark

Botanical Garden base station Zbocze
Winter 0.7 0.7 -0.1 -1.5
Spring 0.4 0.7 0.6 0.1
Summer 1.3 1.6 1.7 1.0
Autumn 0.9 14 1.2 0.6
Year 1.1 1.0 0.9 0.3

b) in the subperiod 1971-1984 (A) and 1982-1992 (B)
Jge 40 Tmax Tmin
Season Terasa Kopiec Terasa Kopiec Terasa Kopiec

A B A B A B
Winter -2.6 6.9 4.6 6.7 —4.0 5.9
Spring 0.0 0.6 0.1 14 0.0 0.8
Summer 0.3 2.1 0.3 1.6 0.4 2.5
Autumn 04 0.5 0.5 1.2 0.4 14
Year -0.7 2.6 -0.7 2.1 -0.9 2.8

By taking Szymbark as a station representative of this part of the Car-
pathians Foothills and remaining mainly under the influence of natural
controls, it was possible to confirm the opinion of Schonweise et al. (1994)
that, in comparison with Western Europe and Scandinavia, Poland is a country
whose trends in air temperature changes are little developed, especially in
spring. This is why the greater increase in air temperature in Gaik Brzezowa
and Krakow should be treated as a result of human activity.

The trends for air temperature changes in winter (Table 3) need to be
discussed separately. Over the period 1971-1992, the mean annual temper-
ature in winter increased by 0.7°C in Krakoéw and Gaik Brzezowa. At Zbocze
station it kept nearly the same value, whereas in Szymbark it dropped by
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TABLE 4. Mean air temperature (t) and standard deviation & (in °C) for the year, winter and summer on sites

in the Raba valley and in Szymbark

Station Period 1971-1984 Period 1982— 1992 Period 1971-1992
Year Winter Summer Year Winter Summer Year Winter Summer

t 3 t 8 t § t 8 t b t 5 t 8 t 8 t 8
Gaik
Brzezowa
(base 7.7 0.61 -1.2 141 16.3 0.66 8.2 0.88 0.8 2.14 17.0 1.03 79 0.79 -1.0 1.79 16.6 0.93
station)
Zbocze 8.2 0.71 -0.8 143 16.8 085 8.6 0.84 —08 2.27 176 1.07 8.3 080 -0.9 1.85 17.1 1.04
Szymbark 76 0.59 -1.2 1.26 16.2 069 7.7 0.69 -1.8 190 16.6 0.82 7.6 065 -15 1.67 16.4 0.78

Gaik Brzezowa base station is represented:
1) by the site Terasa in the period 1971-1984,
2) by the site Kopiec in the period 1982-1992,

3) by the joined series from Terasa and Kopiec sites in the period 1971-1992.

21 WD 020] puv ouctFas Jo 813l
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Fig. 2. Mean annual air temperature (A) and mean annual maximum of air temperature (B)
at the Zbocze site in the years 1971-1992
1 — mean annual values of air temperature, 2 — moving averages, 3 — line of trend
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ridge reduced the difference in altititude between Kopiec and Zbocze to 19 m.
As a result of general climatic warming, the coefficients of linear regression
in the trend equations assumed positive values, with the means for tem-
perature increase being 1.4 times higher at Kopiec than at Zbocze. These
differences were undoubtedly produced by a change in local conditions of
the substratum in the area of the Raba valley after 1988. Additional infor-
mation was provided by a comparison of the magnitude of seasonal trends
in air temperature per decade. At the Terasa and Zbocze stations (1971-1984)
and at the Kopiec and Zbocze stations (1982—-1992), the above comparison
revealed agreement in the direction of changes in winter and summer (Table
5). However, in transitional seasons, especially in spring, the direction of
changes at the above pairs of stations were sometimes seen to be different.
The difference between the data for the periods 1971-1984 and 1982-1992
lay mainly in the increased intensity of changes in mean winter temperature
(Tables 4, 5) and corresponding mean extremes at Zbocze (see Figs 7, 8 and
9) as compared to Terasa (Figs 5, 6). This domination of thermal changes
at Zbocze was also maintained in summer in the former period, whereas in
the latter, the magnitude of the studied trends was greatest at the Foothills
ridge.

TABLE 5. Trend values (°C/10 years) for characteristics of air temperature on the sites
in the Raba river

Season Period 1971-1984 Period 1982-1992
Terasa Zbocze Zbocze Kopiec
a) mean temperature
Winter —-2.32 -1.69 5.51 6.93
Spring 0.02 -0.11 -0.35 0.62
Summer 0.25 . 1.08 1.36 221
Autumn 0.24 1.57 -0.16 0.48
Year -0.49 0.21 1.59 2.56
b) mean maximum temperature
Winter -2.31 -2.19 5.97 6.73
Spring 0.09 -0.98 0.33 1.30
Summer 0.18 0.81 1.32 1.65
Autumn 0.36 1.46 -1.72 -1.22
Year -0.55 -0.22 1.47 2.12
¢) mean minimum temperature
Winter -2.80 -1.74 5.60 5.90
Spring —0.04 0.40 -0.58 0.80
Summer 0.29 1.33 1.66 2.46
Autumn 0.23 1.63 0.08 1.75

Year -0.63 041 1.69 2.73
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Thermal characterization of winters... 81

— days with t_,,<—10°C do not appear every winter in Krakow and this
criterion therefore helps to better characterize very frosty winters,

— sum of frost — a strict quantitative criterion characterizing thermal
conditions is used by many climatologists (e.g. Hess 1965, Paczos 1982) and
very well reflects the severity of winter.

After analysing every winter from the 93 taken into consideration, more
careful characterization was confined to those for which dates of beginnings
and ends and values for other criteria were lower than the lower decile and
higher than the upper decile. As P.R. Crowe (1987) states, 10% of all cases
from the beginning and end of an arranged distributive sequence defined
in this way make "mean extremal values” and those are usually the values
showing "natural capriciousness”, i.e. being abnormal.

BEGINNINGS AND ENDS OF WINTERS

In the 20th century in Krakow winters used to begin in the middle and
last third of November, and end in the middle and last third of March (Figs.
1, 2). However there were winters which had already started in October or
were delayed until December and also ones that ended in January or April.
Therefore, following this criterion extreme winters should be starting before
28th October (early winters) or after 8th December (late ones) and those
which ended before 24th February (early ending winters) and after 7th April
(late ending winters).

Examples of such winters are shown in Table 1 where first most extreme
winters were gathered. The winter that started earliest was that of 1908/9
(19th Oct.), and the latest — 1902/3 (19th April). In the studied period there
were two winters which may be classified early but ending late (1912/3 and
1940/1) and one that was early but ending early (1926/7). It is very interesting
that four of the early-ending winters occurred in the late 1980s and early
1990s.

TABLE 1. Extreme winters in Krakow in the years 1901/2—-1993/4 according to dates
of their beginnings and ends

Winters
Early Late Early ending Late ending
1908/9 19.X 1929/30 18 XII  1989/90 9.II 1902/3 19.IV
1920/1 21X 1970/1 18 XII  1988/89 29.11 1954/5 18IV
1946/7 24X 1992/3 16 XII  1966/67 17.11 191172 131V
1922/3 25X 1949/50 13XII  1990/91 20.11 1912/3 13.IV
1926/7 25X 1972/3 13.XII  1933/34 2111 1927/8 131V
1947/8 25X 1951/2 12XII  1919/20 22.11 1985/6 121V
1912/3 26.X 1960/1 12XII  1926/27 23.11 1940/1 101V
1979/80 26X 1903/4 11.XII  1935/36 23.11 1904/5 8.1V

1940/1 27X 1974/5 9XII 1993/94 23.11 1910/1 81V
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THERMAL CHARACTERIZATION OF THE WINTERS

The occurrence of days with mean daily air temperatures below 0°C is
a characteristic trait of the cold half-year in our climate, and these days
are,therefore, named winter days.

The analysed data from the period 1901/2-1993/4 allow it to be stated
that an average winter has 58.6 days with t_ . <0°C. The value varied from
97 days in 1908/9 to 21 days in 1974/5 (Fig. 3). On the basis of the mean
number of winter days in the studied period and the 10-year running average
a trend towards changes in these days can be seen. As is shown in Fig. 3,
the first two 20-year periods of the 20th century had numbers of winter
days lower than the many-year mean. From the 1920s to the 1960s there
was a cold spell, with an increased number of days with t_, <0°C, albeit
with a break in the years 1947-1957 when the frequency of such days was
close to the multi-year mean. Noticeable from the 1970s is a distinct warm
spell which has lasted until today with a short cold spell in the mid 1980s.
This trend is similar to the one presented in the literature and most often
defined on the basis of the mean temperature of the three winter months
(Dec.—Feb.) (Fig. 4). The increase in that temperature is accompanied by a
decrease in the number of winter days, and the thermal periods of winter
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Fig. 3. Number of winter days in the years 1901/2-1993/4
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Fig. 4. Mean air temperature in winter (Dec.—Feb.) in the years 1901/2-1993/4

severity distinguished with the use of both indices are similar. However for
a detailed characterisation of the winter period the criterion of the number
of winter days seems to be better as it considers the real length of the
winter period and not only the standard one.

Table 2 shows extreme winters following the criterion of the number of
days with t.,,<0°C higher than the value of higher decile (83 days, frosty
winters) and lower than the value of the lower decile (36 days, mild winters).

TABLE 2. The most severe and mildest winters in Krakow in the years 1901/2-1993/4
according to numbers of winter days (t;qn<0°C)

Most severe  t,,,<0°C mildest tmean<0°C
1908/09 97 1974/75 21
1941/42 96 1993/94 30
1962/63 96 1987/88 30
1939/40 92 1988/89 32
1928/29 91 1915/16 33
1963/64 91 1960/61 33
1946/47 90 1982/83 34
1927/28 87 1989/90 35

1931/32 84 1909/10 35
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TABLE 3. The most severe winters in the 20th century in Krakow, the numbers of days
with frost (t,,,,<0°C), or severe frost (t;,,<—10°C) and the sums of frost (Zt,,,,<0°C)

Lnax<0'C Lmax<—10°C A ean<0’'C

nax ax

1928/29 71 1939/40 18 1939/40  -771,2

1939/40 71 1941/42 16 1928/29  -763,9
1946/47 70 1962/63 14 1946/47 -693,7
1941/42 68 1928/29 12 1962/63 —683,2
1962/63 67 1946/47 10 1941/42 -671,1

TABLE 4. The mildest winters in the 20th century in Krakow, their numbers
of days with frost (t.,,,<0°C) and the sums of frost (Xt.,,<0°C)

<0°C 3t <0°C
X ean ™

1974/75 -33,8

1974/75

2
1988/89 8 1987/88 —64,7
1982/83 8 1982/83 —68,0
1987/88 10 1988/89 -74,4
1909/10 16 1909/10 -92,6

As mentioned in the "Introduction” section, the climatological literature
makes most frequent use of mean air temperature from the 3 winter months
(Dec.—Feb.) to analyse changes in winters’ thermal conditions. In the 20th
century this index varied in Krakow from —7.7°C (1928/9) to 3.2°C (1989/90).
H. Lorenc and M. Suwalska-Bogucka (1995) defined the trends of thermal
winters in Poland on the basis of the standard deviation of the mentioned
values and stated that the mildest winters in Krakow were: 1974/5, 1988/9,
1989/90 and 1993/4, and the most frosty — 1928/9, 1939/40, 1946/7 and
1962/3. The winters classified by the authors as the most frosty are the
same as those presented in this paper, while the mildest show concordance
only under the first criterion (number of winter days). More detailed analysis
(based on the number of frosty days and the sum of frost) showed that only
two winters: 1974/5 and 1988/9 can be considered the mildest in both studies.
This is of course connected with the different criteria used in the analyses,
however detailed studies of the winters in the 1980s, performed by the
present author (Piotrowicz 1994b) suggest that mild, atypical winters have
appeared recently but mainly as a result of their very early end (in January
and February) and a beginning in November. It would probably therefore
be useful to include mean air temperature in November into analyses of
winters, especially during recent years, as the value can be lower than the
one for December.

CONCLUSIONS

The present paper describes the thermal conditions of winters by use of
mean and maximum daily values of air temperature, for Krakow’s measure-
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VARIATION OF THE TOTAL HYDROCARBON (THC)
CONCENTRATION IN THE AIR OVER THE EASTERN PART
OF THE GDANSK AGGLOMERATION!

ANDRZEJ WYSZKOWSKI

Department of Climatology, University of Gdansk
Dmowskiego 16a, 80-264 Gdansk, Poland

ABSTRACT: The paper presents the results of a study on the effects of meteorological
conditions on the total hydrocarbon concentrations (THC) in the atmosphere where
THC denotes the sum of methane and non-methane hydrocarbons. The testing area

was contained within the limits of the
Gdansk Refinerylocated in the eastern part
of Gdansk in the coastal zone of the
southern Baltic Sea (Fig. 1). The experimen-
tal data were collected by the Automatic Air
Monitoring System of Gdansk Refinery, and
meteorological parameters were measured
at Gdansk-Swibno synoptic station in a
period of 351 days. The data were evaluated
with the aim of revealing spatial differen-
tiation in THC concentrations in summer
and winter (warm and cold seasons) and
over the year, as well as to determine the
frequency of the average daily concen-
tration classes at particular measurement
points under specific meteorological con-
ditions. Meteorological situations influenc-
ing THC concentrations were defined and
statistical analysis yielded a quality class-
ification of the atmosphere around the
Gdansk Refinery.

KEY WORDS: anthropoclimate, air pollution,

Gdynia Gulf of Gdask

.

Sopot "2,

Gdarisk °

Zutawy

AREA UNDER W:éleno
INVESTIGATION \ (

Fig.1. Location of the area under
investigation

hydrocarbons, THC concentration around Gdansk Refinery.

! This research is part of the National Research Project of the International Geosphere-Biosphere
Programme (IGBP), State Comittee for Scientific Research, Grant No 6 P202 012 04.
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Fig.2. The Gdansk Refinery Air Monitoring System and location of THC emission sources:
a — measurement points, b — anthropogenic hydrocarbon sources, ¢ — boundary of Gdansk
Refinery, d — boundary of testing area

MATERIAL AND METHODS

The investigation was based on the average daily concentrations of THC
measured at 8 measurement points of the Automatic Air Monitoring System
operated by the Gdansk Refinery, as well as average daily values of mete-
orological elements taken at the nearby synoptical station in Gdansk—Swibno.
The air monitoring stations were equipped with chemical analyzers of the
Beckman 400 type, which recorded THC concentrations in real time, in the
on line mode. The measurement network was computercontrolled with au-
tomatic data aquisition.

The experimental period lasted from 06.07.1979 to 31.07.1980. The in-
fluence of the following meteorological elements was studied: wind velocity
and direction, atmospheric pressure, air temperature, relative humidity, cloud-
iness, precipitation and fog. The effect of particular elements on THC con-
centrations was examined in relation to classes defined prior to the analysis.
The classification threshold values regarding the meteorological elements
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Fig.3. Classes of meteorological elements taken into consideration in investigations

are shown in Fig.3. The evaluation was conducted in three time spans:
"summer”, i.e. the summer half-year (16.04-15.10), "winter", i.e. the winter
half-year (16.10-15.04) and the whole year.

Such analysis concerned both the entire area under investigation with
the boundary determined by the line connecting measurement points: 3, 6,
7, 8 and 9 (Fig. 2), and measurement point No 1, located in the centre of
the Refinery area, and surrounded by hydrocarbon emission sources.

The influence of meteorological elements on THC concentrations was
evaluated by statistical measures like: average and extreme concentration
values, range of variability, standard deviation, coefficient of variability, hor-
izontal concentration gradient and correlation coefficient. Since the maximal
THC concentrations in the whole measurement period were recorded at mea-
surement point No 1 and the minimal ones at point No 9, the horizontal
gradient was calculated as the ratio of the concentration difference between
these points to the distance between them. One-way analysis of variance
was also applied as a tool to evaluate the relation between THC concentration
and meteorological situations.
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RESULTS

The average spatial hydrocarbon differentiation patterns, determined in
the entire experimental period, were significantly similar regardless of the
meteorological conditions. Characteristically, the maximal THC concen-
trations were recorded in the centre of the Refinery area and gradually
diminished towards the boundary. In winter the average, maximal and min-
imal THC concentrations reached a higher level (Fig. 4, Tab. 1).

TABLE 1. Selected THC concentration properities at measurement points of Gdansk Refinery
Air Monitoring System (6.07.79-31.07.80)

Measurement points
No1l No 2 No 3 No 5 No 6 No 7 No 8 No 9

Summer half-year

average 726 539 231 591 286 235 263 209
maximum 1640 1159 507 991 786 558 439 384
minimum 97 67 10 382 52 64 60 74
range of variability 1543 1092 497 609 734 494 79 310
standard deviation 348 397 158 205 187 139 96 107
Winter half-year
average 1306 446 410 772 445 405 337 318
maximum 4450 799 675 1384 771 701 596 492
minimum 289 161 135 299 125 119 106 168
range of variability 4161 638 540 1085 646 582 490 324
standard deviation 1439 177 208 406 302 216 141 98
Year
average 1022 492 322 684 367 322 301 265
maximum 2001 963 599 1179 755 635 525 443
minimum 202 118 78 314 92 94 85 125
range of variability = 4353 1092 665 1085 1034 637 536 418
standard deviation 1094 308 205 336 264 201 125 116

Source: Wyszkowski, 1994.

A much better evaluation is presented by the frequency of occurrence of
concentration classes. The annual range of THC concentrations (0-4450
pug - m?) was divided into 11 classes. The histograms illustrating the fre-
quencies of their occurrence are shown in Fig. 5.

Clearly-marked differences in THC distribution patterns were observed
between particular measurement points. Among the 8 points of the monitoring
network, the full range of THC concentration classes was observed only at
measurement point No 1. The analysis showed at this point a significant
contribution (10.0%) of the class of maximal concentrations on the one hand,
and a minimal contribution of the three least concentration classes (5.7%).
A similar frequency distribution was found at point No 5, situated on the
grounds of the Refinery Sewage Treatment Plant, with a meagre contribution
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Fig.4. Spatial differentiation of the THC
concentration around Gdansk Refinery:
a — summer half-year,

b — winter half-year, c — year

(3.7%) trom the three least concentration classes and a remarkable absence
of the lowest range of concentrations (< 100 ug - m3). This feature was exclusively
reserved for this measurement point. Another singular feature, noticed at point
No 5, was the fact that nearly 43% of results fell into just one class of con-
centrations (501-1000 pg - m=3). The highest frequency was found in the case
of the 401-1500 pg - m=3 concentration range, similarly to measurement point
No 1. A significantly different distribution of THC concentrations classes was
observed at measurement point No 3. Hardly any dominant concentration class
could be distinguished there; with the difference between the highest and lowest
of frequency classes only slightly over 7%. Measurement points 7, 8 and 9
showed concentration distribution patterns that were much alike. The THC
concentration at these points practically did not exceed 750 g/m3, and the class
201400 pg - m=3 was the one noted most frequently.

In the first approach to determine the meteorological situations affecting
THC concentrations, the influence of particular meteorological elements was
examined by correlation analysis. The statistical evaluation was conducted
with average daily THC concentrations, for the entire testing area and sep-
arately with measurement point No 1, for the winter and summer half-years.
The results of the calculations are listed in Table 2. Correlation coefficients sta-
tistically significant at the 95% confidence level are printed in bold and underlined,
while the coefficients approximating significant values are printed in bold.



Variation of the total hydrocarbon... 95

TABLE 2. Correlation coefficients between meteorological elements and THC concentration
around Gdansk Refinery (GR) and measurement point No 1 (1979-1980)

Meteorological Summer half-year Winter half-year
elements GR point No.1 GR point No.1
wind speed -0.135 -0.119 -0.139 —0.073
wind direction -0.203 =0.275 —0.098 —0.040
air temperature 0.193 0.162 0.318 0.325
relative humidity -0.112 -0.168 —-0.042 —0.042
cloudiness -0.167 -0.246 -0.017 0.045
atmospheric pressure 0.144 0.224 0.061 —0.005
precipitation 0.126 0.090 0.079 0.110
fog 0.063 0.059 —0.098 -0.136

Source: Wyszkowski, 1994.

Point No. 1 ‘ Point No. 2 Point No. 3

Point No. 6 Point No. 7

Point No. 8 Point No. 9 Refinery area

58593780388 58395088088 GSR3GGEBEERE
§§§§§g§§§‘ §§§§§§§§é‘ §§§§§§§§g‘

Fig.5. Frequency (%) of average diurnal THC concentration classes at measurement points
of Gdansk Refinery Air Monitoring System for the period 6.07.79-31.07.80
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The presented results clearly indicate that there was a much stronger
correlation between hydrocarbon concentrations and meteorological elements
in summer than in winter. In winter, air temperature turned out to be the
most effective element as regards the entire testing area and measurement
point No 1. In summer, a significant correlation was found between THC
concentrations over the entire testing area and wind direction, air temperature
and cloudiness. In the case of measurement point No 1, a significant correlation
in summer was found between THC concentration and wind direction, air
temperature, relative humidity and atmospheric pressure. Relatively high,
positive values of the correlation coefficient regarding air temperature seem
to give evidence for the effect of temperature on hydrocarbon emission from
natural and anthropogenic sources and consequently on the level of their
concentration in the atmosphere. And since in summer relative humidity
and cloudiness are directly related to air temperature, the significance of
their correlation coefficient values is not surprising.

In summer, the significant correlation between THC concentrations and
wind direction can be explained by methane (a main component of THC
over the testing area), inflowing from the waterlogged Zulawy Wislane region
(as a result of putrefaction processes). This observation was supported by
the presence of high THC concentrations measured in situations with winds
from the SE direction, i.e. from the Zulawy Wislane. The relatively high
value of the correlation coefficient with regard to atmospheric precipitation
in summer ought to be interpreted cautiously, because of the small number
of rainy days and low total precipitation values in the period of the study.

TABLE 3. The influence of selected meteorological elements on THC concentration around
Gdansk Refinery (GR) and at measurement point No 1 (p.1) — results of analysis of variance

Wind Wind  Air temp. Atmosph. Relative Cloud- Precipita- Fog
speed  direction pressure humidity  iness tion

Summer half-year

18 0.82 2.67 4.84 0.02 1.16 2.07 1.24 2.39

Flos 0.66 4.87 3.49 1.44 2.38 4.66 1.44 1.22

Fo 2.66 1.71 2.43 3.06 3.06 3.06 2.66 2.66
Winter half-year

Fiery 1.24 148 9.61 0.14 1.22 0.77 0.08 0.81

F(p.l) 1.44 0.95 8.12 0.16 1.78 0.19 0.71 1.78

Fy 2.66 1.71 2.43 3.06 3.06 3.06 2.66 2.66

Source: Wyszkowski, 1994.

Although the experimental variables are correlated they still might not be
interdependent. The strength of the interaction between particular meteorological
elements (for every class) and THC concentration was examined by the one-way
analysis of variance method. The analysis of variance was conducted separately
for the summer and winter half-years. The results of the calculations are pre-
sented in Table 3. The calculated test value (F) was compared with the critical
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classification; the bad conditions at a measurement point are characterized
by the positive deviation of the average daily THC concentration from the
average value for the entire testing area. The area, represented by the mea-
surement points where positive deviation represented not more than 33.3%
of the total number of results, were included in the class of advantageous
conditions; the second class characterized enclosures with 33.4-66.7% of
results with positive deviations and the class of bad conditions related to
results with over 66.7% of positive deviations. The boundaries of enclosures
were found by the interpolation method; with 33.3% and 66.7% isolines
drawn to denote the frequency of occurrence of bad conditions.

TABLE 4. THC concentration (pg - m‘am) and horizontal gradient of THC concentration
(ng- m~>km) around Gdansk Refinery for various meteorological situations

Meteorological THC Horizontal gradient of THC
situation concentration concentration
determined whole determined whole
situation period situation period

Situations favourable for THC concentration

Summer half-year

wind direction (E, SE) 470 452 287
air temperature (>15.0°C) 414 300 334
cloudiness (< 2) 420 309
combined impact 470 467
Winter half-year
air temperature (5.1-15.0°C) 700 962 549
wind direction (E, SE) 652 555 579
combined impact 886 1439

Situations favourable for low THC concentration

Summer half-year

wind direction (W, NW, SW) 351 207 287
air temperature (0.1-5.0°C) 354 390 246
cloudiness (> 2) 359 243
combined impact 243 147
Winter half-year
air temperature (< —5.0°C) 447 144 549
wind direction (NE) 418 555 313
combined impact 534 188

Source: Wyszkowski, 1994.

The central and south-eastern part of the Refinery grounds formed the
enclosure with the highest air pollution hazard. It is in this area that the
greatest number of anthropogenic hydrocarbon emission sources are situated,
including typically technological installations, like petroleum-storage tanks,
fuel distributors, etc., and sewage treatment plants, both of the Refinery
and municipal. Beside those, the south—easterly surroundings of the Refinery
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Fig.6. THC concentration around Gdansk Refinery Plant in various meteorological situations:
a — summer half-year, b — winter half-year

are formed by the vast, waterlogged Zulawy Wislane area, which is a con-
siderable natural source of emission of methane, mainly during a hot summer
(Fig. 7).

The moderate hazard zone extended to the remaining part of the Refinery
area and even farther to the north—east, i.e. in the direction of the mouth
of the Wista Smiala river into the Gulf of Gdansk. The relatively high THC
concentration in this area is determined mainly by emission from tanks
owned by the Enterprise of Oil Pipeline Exploitation that are installed on
the northern bank of the Martwa Wista river on one hand, and by the
atmospheric transport of pollutants from over the Refinery on the other. A
certain contribution is also brought in by local methane emission from damp
soil.
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Fig.7. Air quality classes around Gdansk Refinery Plant from the point of view of THC
concentration: a — advantageous conditions, b — moderate conditions, c — bad conditions

CONCLUSIONS

The greater number of anthropogenic hydrocarbon emission sources in
the Gdansk Refinery are of moderate height, hardly over 20 m in general,
and emission occurs in a disorderly manner as hydrocarbons pollute the
atmosphere via evaporation from liquid products. Because of the physical
properties of hydrocarbons — usually heavier than air, and the kind of THC
emission sources, the dispersion of pollutants is rather limited. Thus, the
hydrocarbon concentration in the air depends above all on emission magnitude.
The results of the presented study point to air temperature and wind velocity
as the meteorological elements of particular importance where the emission
of hydrocarbons from anthropogenic sources is concerned. High air temper-
ature and a wind velocity of 24 m - 57! enhance the THC emission.

It seems very probable that the structure of the boundary layer over the
Gdansk Refinery plays an important role in the dispersion of hydrocarbons
in the air. This observation is supported by the fact that, despite the significant
positive correlation of THC concentrations with air temperature both in
summer and winter, the average THC concentration in winter was still higher
than that in summer. It appears that the reason for this can be found in
the convectional structures dominating in summer and the inversive struc-
tures dominating in winter. However, the available experimental data did
not suffice to verify this hypothesis so the study is going to be continued.
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Fig. 1. Study area
Measuring stations: 1 — salinity of seawater, 2 — chlorinity of porewater, 3 — 5'%0 and 8D
in near-bottom water and porewater, 4 — §'0 and 8D in groundwater; 5 — salinity transect
(Figs. 10,11), 6 — line of hydrogeological section (Fig. 2), 7 — isobath

The oxygen and hydrogen (80, D) stable isotope composition of near-bottom
water (0.2-0.5 m above the bottom) and pore water (from 5 ¢m sediment
segments) was determined in samples taken at 18 stations (Fig. 1). The
oxygen stable-isotope analyses were performed in a VG Sira 10 mass spec-
trometer with an automatic inlet. The hydrogen stable-isotope analyses were
carried out in a Finningan Mat 250 triple collector mass spectrometer. The
results of both measurements are expressed in per mill (%) deviation from
the SMOW standard using the §-scale (Epstein and Mayeda 1953).

Continuous seismoacoustic profiling was done with a EGG Uniboom 230
apparatus Model 230. The total length of acoustic profiles took ca.100 km.
The results of this study enabled the main lithological series to be distin-
guished and the occurrence of groundwater horizons below the sea bottom
to be investigated (Fig. 2).
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Fig. 4. Distribution of chlorinity of porewaters at chosen stations

Chlorinity analyses of interstitial water in sediments of the Puck Bay
showed similar tendencies only in a restricted area adjacent to the Hel
Peninsula scythe. The concentrations of Cl~ are relatively uniform here in

Fig. 5. Chloride ion distribution in
porewaters within the bottom deposits
layer at 0-5 cm
1 — isoline of chloride ion concentration

(g dm™)

the vertical sediment profile and the
slight decline with depth is due to the
gradient < 0.01 g dm™ cm™! (Fig. 4;
stations: 36, 22, 31). Chloride concen-
trations in sediments farther off-shore
showed much greater discrepancies.
They fall within the wide range 4.0—
-0.37 g dm™3, with vertical gradients
from 0.01 to over 0.05 g dm™ c¢cm™!
(Fig. 4; stations: 4, 18, 26).

A particularly well-marked influence
of fresh water was observed along the
western shore of the Bay, to the 5§ m
isobath. The concentrations of Cl™ in the
pore water of the surface (05 cm) sediment
layer reached 3.0-3.5 g dm™, at 20-25 cm
depth below the sea floor they diminished
to 2.0 g dm™, and at 4045 cm depth
to 1.0 g dm™ (Fig. 5, 6 and 7).

Regarding the distribution of chloride
ion concentrations in porewater, marked
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Fig. 6. Chloride ion distribution in Fig. 7. Chloride ion distribution in
porewaters within the bottom deposits porewaters within the bottom deposits
layer at 20-25 cm layer at 4045 cm
1 — isoline of chloride ion concentration 1 — isoline of chloride ion concentration
(g dm™) (g dm™)

as the vertical gradient ACI [g dm™ cm™], the sea floor of the Puck Bay
was divided into three areas (Fig. 8):

I — an area with practically constant chloride concentration and a vertical
gradient ACl < 0.01 g dm™3 cm™,

II — an area with gradual decline of chloride concentrations with depth
and the gradient 0.01 ACl 0.05 g dm™ cm™,

III — an area with rapid decrease of chloride concentrations with depth,
and the gradient exceeding 0.05 g dm™ cm™..

The relatively rapid decline of chloride concentrations in interstitial water
areas II and III is probably caused by the discharge of fresh groundwaters.
This assumption was supported by sodium-chloride indicator determination
in porewaters of this region (Tab.1). The indicator values remained relatively
constant in the vertical profile of sediments in area I, with the mean of

TABLE 1. Sodium-chloride indicator values found in porewaters
and near-bottom waters of the Bay of Puck

. Na* Porewaters Near-bottom
cr Area I Area I Area 111 LA
Min. 0.78 0.85 0.87 0.83
Max 0.88 0.97 1.01 0.86
Mean 0.85 0.91 0.94 0.85
n' 69 45 88 30

n — number of data
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0.85 being equal to the value found for the Puck Bay seawater. Thus,
porewaters of this region turned out to be the contemporary sedimentary
waters, not coming into contact with water of different genetic origin. The
sodium-chloride indicator in areas II and III ranged from 0.85-1.01 and
gave evidence of the porewater contact with freshwater infiltrating the sed-
iments. According to Z. Pazdro and B. Kozerski (1990) indicator values close
to 1 and exceeding this level point to an intensive exchange between fresh
and saline water.
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Fig. 8. Gradients of chloride ion concentration in porewaters (g CI" dm™ cm ™)
1—ACl<0.01,2—0.01 <ACl <0.05,3 — ACl > 0.05

SALINITY OF NEAR-BOTTOM WATER

There are two major forces influencing the salinity in the Puck Bay:
seawater from the Gulf of Gdansk and the riverine inflow. A typical salinity
distribution shows an increase with depth in the water column. The western
part of the Bay reveals lower salinity (7.31 PSU) due to shallowness, riverine
water inflow and the obstructed exchange with the Gulf through transverse
banks. The increase of sal'nity with depth is marked by a vertical gradient
< 0.01 PSU m™L. The sall..ity in the western part of the Bay is slightly
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higher; 7.65 PSU. The salinity gradient reaches 0.01 PSU m™ to a depth
of 30 m and below increases to 0.02 PSU m™!. The discrepancies between
salinity gradients are the resultant of the density-thermic stratification en-
suing from the intensive exchange of water with the Gulf of Gdansk (Nowacki
1993).

Studies regarding the hydrological structure of water in the Puck Bay
showed certain abnormalities; in some areas salinity decreased in the near-
bottom water. In the coastal strip of the north-western part of the Bay these
anomalies include nearly the entire water column, because the salinity de-
crease is already noticeable at 0.3-0.5 m depth and falling down to the
bottom (Fig. 9). The differences in salinity between surface and near-bottom
water reach from 0.5 to 0.3 PSU. In areas with abnormal salinity distribution
the water temperature takes an exceptionally constant values along the
vertical profile. The absolute values of the temperature gradient are 0.01-
0.05°C m.

Salinity [ PSU ]
Depth 67 68 69 7.0 6.7 68 6970 66 67 68 69 6.6 6.7 68 69 7.0
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Fig. 9. Examples of the salinity vertical distribution in the shallow water part of Puck Bay

Salinity inversions were also observed in the deeper part of the Puck
Bay in the near-bottom water layer of 4-20 m width. The inversions can
be classified into two types; one involves a near-bottom water layer covered
by a layer of more saline water (Fig. 10), with the stability of the two layers
maintained due to a significant negative temperature gradient (-0.33°C m™!
to —=0.7°C m™). The other type of inversion reveals a pulsatory character
resulting from the upward movement of colder, less saline water intrusions
(Fig. 11). Salinity anomalies are encountered below the thermocline. In order
to define the character of this movement, the effective Rayleigh number
was calculated (Turner 1973). The calculated values exceeded the second
critical number, equal to 50 000, and this, according to Druet (1994), is a
symptom of turbulent convection.
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Fig. 10. Salinity and temperature of water distribution on the CC’ transect (June, 1993)
1, 3 — sea bottom, 2 — isotherm, 4 — ischaline

The presented salinity anomalies can be attributed solely to fresh ground-
water discharges, because the general principles of the Puck Bay water
circulation and exchange exclude the possibility of other types of salinity
inversion (Nowacki 1993; Jankowski 1984). Thus, the pressing conclusion
was that near-bottom areas with diminished salinity indicate the approximate
drainage zones of fresh groundwater.
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Taking into account the differences of salinity at 5 m above the sea floor
and at the water-sediment interface, the Puck Bay bottom was classified
into several regions. The diminished salinity zones were also determined
(regions III and IV), where these differences turned negative, from —-0.02 to
—-0.2 PSU (Fig. 12).
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OXYGEN AND HYDROGEN STABLE-ISOTOPE STUDIES

The composition of oxygen and hydrogen isotopes was used to identify
the origin of fresh water in the marine sediments. These isotopes were also
analysed in the near-bottom sea water and in groundwater from the Qua-
ternary and Tertiary coastal aquifers (Fig. 1).

The mean oxygen and hydrogen isotope composition ofi the modern infil-
tration waters of meteoric origin in the Gdansk region is about —10%. for
8'%0 and about —70%o for 8D (Zuber et. al. 1990). Typical ranges of isotope
content in waters from different aquifers are given in Table 2. The large
scatter of data for water from the Cretaceous aquifer can be explained by
the presence of glacial-age infiltration in the northern parts of the aquifer.
In some areas this glacial water is ascending to the overlying younger for-
mations (Zuber et al. 1990)

The 8'®0 and 8D of oceanic seawater are close to zero and vary only
within narrow limits (Faure 1986). In the Baltic Sea, the isotope composition
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varies from the values close to those of meteoric waters in the Botnicka
Bay region to the values near the North Sea (Frohlich et al. 1988). Intermediate
values are observed in the Gulf of Gdansk (Tab. 3).

TABLE 2. Oxygen and hydrogen isotopic compositions of the groundwater samples
from the coastal zone of the Puck Bay

Aquifer n' 5180 (%ovs. SMOW) 8D (%ovs. SMOW)
Quaternary 14 -10.1 -10.7 -67 -72
Tertiary 7 -9.9 -10.7 -67 -71
Cretaceous 5 -9.9 -14.4 —68 -102

n" — numer of data

TABLE 3. Oxygen and hydrogen isotopic compositions of the sea water samples
from the Gulf of Gdansk (by Frohlich et al. 1988)

Latitude Longitude Depth (m) 5% 8D
(deg) (deg) (%0 vs. SMOW) (%o vs. SMOW)

2.1 -6.7 -54

54°42.0' N 19°11.8° E 215 -7.0 -53

95.9 64 -47

The isotope composition of the sediment porewaters from the Puck Bay
is shown in Fig. 13, together with data for the near-bottom water. It is clear
from that figure that the near-bottom water has an isotope content close to
typical values for the Bay (cf. Table 3), though, on average, slightly shifted

-40

L]
o
(&)
w0
-60
B bottom water
£ pore water
70 i
-10.0 -8.0 -6.0
8 180 O/OO

Fig. 13. Oxygen and hydrogen isotopic compositions of near-bottom waters and porewaters
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Fig. 15. Relationships between 580 and Cl™in porewaters

to more negative values. The porewater values are on average even more
shifted to more negative values, attesting to the influence of seepage from
the aquifers discharging their waters to the Bay.

Isotope profiles taken at several sites show different character (Fig. 14).
The first type (I in Fig. 14) indicates the actual seepage from the aquifers.
The second and third types show no trend within the investigated depth,
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Fig. 16. Drainage zones of fresh groundwater on bottom of Puck Bay
1 — Quaternary groundwaters, 2 — Tertiary groundwaters

clevei, A. nitidiformis, A. inariensis, Diploneis oculata i Navicula mollicula).
These species are characteristic of fresh waters abundant in carbohydrates.
The locations of these diatom aggregations in the Puck Bay were within
the drainage zones of carbohydrate groundwaters. Seemingly, these diatoms
could be used in the Puck Bay as bioindicators of groundwater discharge.
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Towards a more operational form...

135

coefficients representing flows from the ecological to the economic system

and vice versa.

ECONOMIC ACTIVITIES

ECOLOGICAL PROCESSES
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Crude oil
Water intake
o | Alkalinity
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Fig. 1. Matrix of coeflicients for the economy-environment system
(acc. W. Isard et al. 1969)

Worth noting are the new types of coefficients found in the enlarged
matrix. Let us take the oil-refining industry as an example. In the course
of production, it uses both economic and ecological commodities. To produce
an output of $1 worth, refineries spend, say, $0.612006 on oil and $0.089378
on labour. These coefficients should be entered in the left-hand upper block,
in the 'petroleum’ row and the ’petroleum refinery and processing’ column.
Right now, however, we are interested in the ecological commodities that
the refineries take from the environment. One of them is water. Its use by
the oil industry can take a variety of forms: water intake (for production,
cooling and sanitary purposes) or water pollution with waste. The inputs



TABLE 1. Matrix of targets and actions g
Position Actions Target 1 Target 2 Target 3 Target 4 Target 5
in strategic
programme Healthy Efficient urban Modern International Supra-regional
environment organism economy importance importance
Actions aiming at four targets
Purity of streams 1A3 1IA3 IA3 1A3
6 Treatment plant, sewerage and heat 1A6 1A6 1A6 1A6
distribution network
9 Water supply to city 1A9 1A9 1A9 1A9
10 Municipal waste management 1A10 1A10 IA10 1A10
14 Master physical plan IB1 IB1 IB1 IB1
34 Qualitative aspects of economic development I1A1 IIA1 I1A1 l—IIA].‘
41 A-2 motorway 11k3 11k3 11K3 1IE3
53 Recreation grounds I1ID3 IIID3 I1ID3 IIID3
54 Telecommunication connections IIID4 I1ID4 I1ID4 IIID4
56 Development areas of higher schools IITE2 IIIE2 IIIE2 IIIE2
62 Modernisation of railway node IVA6 IVA6 IVA6 IVA6
64 Poznan Fast Tram IVB1 IVB1 IVB1 IVB1
66 Lake Malta surroundings Ive ve ve vC
Actions aiming at three targets -
1 Air quality 1A1 1A1 1A1 .;
5 Pro-ecological behaviour 1A5 1A5 1A5 3
18 Spatial-visual zone IB5 IB5 IB5 S.
<



20
21
23
27
28
30
35
36
37
38
39
40
43
44
45
46
47
49
50
51
52
57
58
59
60

Housing

Council housing

Public health care institutions
Continuation of cultural activities
Cultural initiatives

Sporting events

Commercial information

Sectoral information centres
Co-operation with local government
Technological policy

Poznan International Fair

World Trade Centre

Image of Poznan city
Participation in fairs

Information about Poznan
Promotion publications
Co-operation with towns
International self-government organisations
Local governments in Poland
Airport

Hotel trade

City hall

Historic Fara parish church
Oldest parts of city

Cultural, trade and sporting events

IC1 IC1 IC1
1C2 IC2 1C2

1D2 D2 1D2
IF1 IF1 IF1
IF2 1F2 1IF2
1G1 1G1 1G1
11A2 I1A2 IIA2
I1A3 IIA3 IIA3
IIB1 1IB1 1IB1
IIC1 IIC1 IIC1
ITIE1 IIE1 IIE1
IIE2 I1E2 IIE2
II1A1 II1IA1 IIIA1
II1A2 I11A2 IITA2
II1A3 II1A3 II1A3
II1A4 II1A4 I11A4

IIIB1 IIIB1 I1IB1

IIIC1 IIIC1 IIIC1
IIIC2 I1IC2 IIIC2
11ID1 IIID1 IIID1
11ID2 I1ID2 1IID2
IVAl IVAl IVAl
IVA2 IVA2 IVA2
IVA3 IVA3 IVA3
PR RTVAY IVA4 IVA4
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