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Abstract 

Probability of elastic electron backscattering from surfaces is typically calculated from 

theoretical models implemented in Monte Carlo simulation strategies since this approach is 

considered to be the most accurate. However, an analytical model proposed by Oswald et al. 

[J. Electron Spectrosc. Relat. Phenom. 61 (1993) 251], after later modifications, has been 

found to be of similar accuracy. The relevant analysis was performed for selected elemental 

solids. In the present work, a possibility to use the analytical formalism in elastic peak 

electron spectroscopy for determination of the IMFP has been presently studied. For this 

purpose, two further modifications of the analytical theory were made: (i) creation of a 

database of parameters facilitating calculations of the angular distribution of electrons after 

multiple collisions, and (ii) extension of the formalism to solids constituted of different 

atomic species, i.e. alloys and compounds. Comparison of experimental data (angular 

distribution of backscattered electrons, ratios of elastic peak intensities) with predictions of 

both theoretical models proves that these models are of similar accuracy. The IMFPs for 

elemental solids derived from experimentally measured ratios using the analytical formalism 
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and the Monte Carlo simulations are practically identical. On analysis of IMFPs obtained for 

13 elemental solids in the energy range from 200 eV to 5000 eV, it has been estimated that the 

IMFPs obtained from the analytical formalism deviate on average from IMFPs from Monte 

Carlo calculations by 3.09%. Similar agreement was found for an alloy (Al0.48Ni0.52) and 

compounds (GaSb, InSb, GaN and SiC) considered here.  

 

Keywords: Elastic electron backscattering; inelastic mean free path; theory of electron 

transport; Monte Carlo simulations. 

 

 

1. Introduction 

 

  Much interest in the phenomenon of elastic electron backscattering from solid surfaces 

is observed in the literature. One of the factors stimulating this interest is due to analytical 

applications of this effect [1,2]. These analytical methods have a high surface sensitivity [3] 

which results from the fact that the signal electrons pass a surface region twice. The analytical 

applications are based on theoretical models that describe the elastically backscattered 

electrons, e.g. the angular and energy distribution of backscattered current. The Monte Carlo 

simulations of electron transport in the surface region are frequently applied in relevant 

calculations since the theoretical model implemented in typical simulation strategies is the 

most realistic [4-10]. However, this approach is computationally expensive and, consequently, 

an analysis of a large volume of experimental data may be a rather slow procedure. It is 

expected that an analytical approach that describes phenomenon of elastic backscattering 

would be much faster. This expectation has stimulated a number of approaches to develop a 

relevant analytical formalism [4,8,10,11,17]. 
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  Derivation of an analytical formalism involves certain assumptions that simplify the 

theoretical model of electron transport. Consequently, the calculated characteristics of 

elastically backscattered electrons (angular distribution, electron energy dependence, etc.) 

may differ from results obtained from Monte Carlo simulations. Furthermore, the analytical 

theoretical models differ in complexity of the derived formalism and convenience to develop 

an effective algorithm. Possible applications of this formalism to process the experimental 

data require a compromise between accuracy of an analytical model and computational 

intricacies. To estimate accuracy of different analytical models, the Monte Carlo simulations 

can be used. Results of such analyses were published in the literature [8,10].  

  It follows from a recent analysis [10] that the model of Oswald et al. [11] after 

modification by Dubus et al. [8] has accuracy practically reaching the accuracy of Monte 

Carlo simulations. It has been found that ratios of elastic backscattering probabilities 

calculated for elemental solids from the analytical model and from the Monte Carlo 

simulations for typical experimental geometries differ on average by 3.14 %. Such deviation 

is comparable to statistical error of Monte Carlo simulations, or to the systematic deviation 

due to different Monte Carlo strategies. This analysis has been performed for 9 solids and for 

energies ranging from 200 eV to 5000 eV, i.e. in the energy range of interest for surface 

sensitive electron spectroscopies.  

  It has been postulated [10] that the modified analytical formalism is a prospective 

basis for analytical applications of the elastic backscattering effect. These applications are 

known under an acronym EPES (elastic peak electron spectroscopy) [1,2]. Unfortunately, the 

modified theory of Oswald et al. [8,11], despite apparent simplicity, is rather inconvenient in 

use due to problems in calculations of some of the needed parameters. Furthermore, the 

relevant formalism has been developed and tested for elemental solids. In analytical practice 

of EPES, we need a theoretical tool that applies to more complicated solids, e.g., alloys or 
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compounds. Furthermore, the extension of the analytical formalism to compounds needs a 

convincing support by extensive comparisons with experimental observations. All the above 

issues are presently addressed. 

 

2. Theory 

 

2.1. Analytical formalism for elemental solids 

  In practical EPES applications, we are interested in theoretical description of an elastic 

backscattering probability, η , into a solid angle, ∆Ω , of an analyzer. The relevant 

experimental configuration and the notation used here are shown in Fig. 1. According to 

modified theory of Oswald et al. [8,11], this probability per unity of a small solid angle is 

given by 
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where )(θkH  is the distribution of scattering angles, θ , after k elastic collisions, 00 cosθµ = , 

and αµ cos= . The distribution )(θkH  can be calculated from the relation [8,10,11,17] 
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Parameter s in Eq. (1) comprises the elastic and inelastic scattering properties of a solid 

elin

ins
ll

l
+

=        (5) 

where inl  is the electron inelastic mean free path, and ell  is the elastic mean free path. The latter 

parameter for an elemental solid is given by 

( ) 1−= elel Nσl        (6) 

where N is the atomic density (number of atoms in a unit volume) and elσ  is the total elastic 

scattering cross section. Finally, the atomic density for an elemental solid can be estimated 

from the following relation typically used in the formalism of electron probe microanalysis 

[18] 

MNN A /ρ=        (7) 

where AN  is the Avogadro number, ρ  is the density, and M is the corresponding atomic mass. 

 Thus, to calculate the elastic electron backscattering probability, we need to know 

parameters describing the experimental configuration (angles 0θ , α , and α∆ ) and the 

parameters describing the solid ( Ωdd el /σ , ,inl σ , M). Derivation of the above formalism 

[Eqs (1) – (5)] is based on the following assumptions [8,10,11]: 

1) Only one large angle scattering event occurs along the trajectory of an electron entering the 

analyzer. Remaining scattering angles after elastic collisions are assumed to be very small and 

they are supposed not to affect the trajectory. 

2) If k scattering events occur along the trajectory, all these events are taken into account in 

calculations of the angular distribution of electron directions with respect to the initial 

direction. 

Example of a trajectory backscattered electron is outlined in Fig. 2. We see that specification 

of the depth of the scattering event, z, defines the trajectory shape and length which certainly 
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simplifies the derivation. Despite of this simplification, Eq. (1) has been found to be very 

accurate in calculations of ratios of elastic backscattering probabilities for different pairs of 

elemental solids and in different experimental configurations [10]. This shows that a crucial 

problem to solve is the determination of the angular distribution of electron directions after k 

collisions, )(θkH . In computational practice, main problem to solve is the determination of 

the series of parameters, lA , l = 0, 1, 2, ... . Calculations at this stage may need a considerable 

amount of the computer time, and thus it can hinder the use of Eq. (1) in practical EPES 

analysis. This problem is addressed in the next section. 

 

2.2. Parameters Al 

  In principle, the parameters lA  can be calculated from Eq. (3) if the elastic scattering 

cross section is known with high accuracy and for a dense grid of scattering angles, θ . 

However this approach may lead to large systematic errors for large values of index l since 

the Legendre polynomial becomes then a highly oscillating function. A recommended 

approach is based on the relation of the parameters lA  to the phase shifts [10]. A given 

relativistic elastic-scattering cross section can be expressed by a series of “spin-up” and  

“spin-down” phase shifts designated by +
nδ  and −

nδ , respectively, 
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n = 0, 1, … is the angular momentum quantum number, K is the wave number of an electron, 

and )(cos1 θnP  are the associated Legendre functions. From Eqs (3), (8)-(10), an analytical 

relation between the parameters lA  and the phase shifts can be derived [8,10]. The relevant 

formalism is summarized in Appendix 1. 

 It has been shown that the elastic scattering cross sections calculated for the Dirac-

Hartree-Fock (DHF) potential better compare with the experimental data than the cross 

sections corresponding to the Thomas-Fermi-Dirac potential (TFD) [19]; both potentials are 

frequently used to describe an interaction between an electron and atoms constituting a given 

solid. However, the DHF potential needs a considerably larger number of phase shifts for the 

elastic scattering cross section than the TFD potential. Suppose that the angular momentum 

quantum number, n, needed for a given element and energy varies in the range max0 nn ≤≤ . 

For 10 keV electrons scattered on gold, 325max =n  for the DHF potential while 141max =n  

for the TFD potential [19]. Despite of this problem, it is advisable to base calculations of the 

lA  parameters on the DHF potential since we may expect that the results obtained are more 

realistic as compared to results from the TFD potential. Furthermore, the phase shifts for the 

DHF potential for all elements and a wide range of energies are relatively easily available. 

The phase shifts +
nδ  and −

nδ  can be calculated from the software ELSEPA [20]. The relevant 

computer code is available from Computer Physics Communications Program Library [21]. 

These phase shifts can also be obtained from the NIST database [22]. The absolute values of 

phase shifts obtained from these sources at maxn  decrease down to values smaller that 10-8 (ref. 

[22]) or 10-9 (refs [20,21]). As shown in Fig. 3(a), the number of phase shifts, maxn , increases 

with electron energy. The largest number is observed for cesium at 5000 eV ( 460max =n ). At 

a given energy, the maxn  value depends considerably on element as illustrated in Fig. 3(b). 
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The series of phase shifts calculated from the software ELSEPA for a given energy and 

element ensures accuracy of the scattering amplitudes [Eqs. (9) and (10)] within at least six 

significant digits [20]. 

 The series defining the angular distribution )(θkH  [Eq. (2)] also turns out to be 

relatively slowly convergent. Let us denote by maxl  the needed number of parameters lA  to 

describe the distribution of scattering angles after one collision  
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The number maxl  may exceed the number of phase shifts, maxn , when the accuracy of )(1 θH  

better than 6 decimals is required. For this reason, Eq. (3) is not suitable to use in calculations 

of parameters lA  due to problems of numerical integration. The formalism summarized in 

Appendix 1 [Eq. (B6)] is recommended for that purpose. Despite of an apparent complexity, 

the relevant algorithm is very stable. The only major computational difficulty is the 

determination of the Wigner 3j symbol values, 







000
knl

 and 







−110
knl

, for large values 

of parameters l, n and k. One can use the integral representations of both Wigner 3j symbols 

2/1

0

sin)(cos)(cos)(cos
2
1

000 









=








∫ θθθθθ
π

dPPP
knl

knl    (12) 

(13) 

[ ]
θθθθθ

π

dPPP
kknn

knlknl
knl sin)(cos)(cos)(cos

)1()1(2
1.

000110
11

0
2/1 ∫++

−=















−

 

However, the integrands become highly oscillating functions for large parameters l, n and k 

which leads to difficulties in convergence of a quadrature used. An alternative analytical 

algorithm suitable for this purpose has recently been tested and recommended [10]. 
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  In the present work, Eq. (B6) has been used in calculations of lA  parameters for all 

elements and for 200 energies from 50 eV to 5000 eV uniformly distributed in the logarithmic 

scale. As follows from Eq. (3), the parameter 0A  is always equal to unity. The maximum 

value of the index l considered here for a given element and energy was equal to doubled 

maximum value of the phase shifts, max2n . As an example, first 50 parameters lA  calculated 

for gold are shown in Fig. 4 as a 3D plot. We see that, in double logarithmic coordinates, the 

parameters lA  is a smooth function of energy. Only in the region 101 ≤≤ l  some structure is 

observed. Details of this region are visualized in Fig. 5. We may state that the parameters lA  

for any energy can be obtained by interpolation of the energy dependence of lA  in doubly 

logarithmic coordinates. Thus, the database of parameters lA  calculated here is a convenient 

basis for calculating the angular distributions, )(θkH , and consequently, in calculations of the 

probability of elastic backscattering, ./ Ωddη  

 

2.3. Alloys and compounds 

  As mentioned in the Introduction, practical application of the analytical formalism 

requires an extension to samples constituted of different atomic species. Below, a relevant 

modification of the formalism is proposed. 

  Let us consider an electron which is elastically scattered by two different atomic 

species, as outlined in Fig. 6. The first scattering event is described by the polar scattering 

angle, 1θ , and the azimuthal scattering angle, 1ϕ . Similarly, the second collision is 

characterized by the angles 2θ  and 2ϕ . The angle θ  measured with respect to the initial 

direction is then given by 

)cos(sinsincoscoscos 212121 ϕϕθθθθθ −+=     (14) 
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According to the addition theorem of the Legendre polynomials, we have then [23] 
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Suppose that the angles 1θ , 1ϕ , 2θ  and 2ϕ  are described by independent probability density 

functions. If the angles 1ϕ , and 2ϕ  are uniformly distributed, one can prove that the second 

term in Eq. (15) vanishes [24]. We eventually obtain the following relation between mean 

values of Legendre polynomials )(cosθlP , )(cos 1θlP  and )(cos 2θlP  
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If the angles θ , 1θ , 2θ  occur with probabilities described by the probability density functions 
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Eqs (18)-(20) can be transformed as follows 
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  Suppose that a binary compound consists of two atomic species A and B with a certain 

stoichiometry defined by the atom fractions Ax  and Bx , respectively. We assume that the 

probabilities of elastic scattering events on atoms A and B is equal to Ap  and Bp . Four cases 

are then possible: 

   Order of collisions   Probability 

    A – A    2
Ap  

    A – B    BA pp  

    B – A    AB pp  

    B – B    2
Bp  

Eq. (21) can be then written for a binary compound as follows 
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Let us generalize this expression for the case of n collisions. Suppose that An  scattering 

events occurred on atoms A and Bn  on atoms B. Such events can be arranged in 
!!

!

BA nn
n  ways 

which is given by the number of combinations. Thus 
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The generalization to a compound consisting of m atomic species is then straightforward 
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We assume now that the angular distribution of scattering angles after single scattering event 

on i-th atomic species is )()( )(
1

)( xHxf ii ≡ . In that case, obvious identities follow 

)()( i
l

i
l Ag ≡         (27a) 

nm

i

i
li

comp
l ApA 








= ∑

=1

)(        (27b) 

The probability that the elastic scattering event occurs on i-th atomic species can be calculated 

from expression typically used in Monte Carlo simulations of electron transport in compounds 

or alloys [25,26] 

∑
=

= m

j
jelj

ieli
i

x

x
p

1
,

,

σ
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       (28) 
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where ix  is the atom fraction of i-th component. Thus, the elastic backscattering probability 

for a given compound cal be calculated from Eqs (1) and (2) after introducing in Eq. (2) the 

parameter comp
lA  determined from Eqs (27b) and (28).  

  For completeness, we also need the transport parameter, s, determined for a compound 

from Eq. (5). The IMFP for a compound, inl , can be estimated from the predictive formula 

TPP-2M [27]. These data are also available from the NIST database [28]. One can calculate 

the elastic mean free path, ell , from Eq. (6) in which the atomic density and the total elastic 

scattering cross section are evaluated for a compound. The atomic density, compN , is 

described by the expression typically used in the formalism of electron probe microanalysis 

[18] 

1

11

−

==









== ∑∑

m

i
iiA

m

i i

i
A

comp MxN
M
c

NN ρρ      (29) 

where ρ  is the density of a compound, ic  is the atom fraction of i-th element, and iM  is the 

corresponding atomic mass. The total elastic cross section for a compound is expressed by 

∑
=

=
m

i
ieli

comp
el x

1
,σσ        (30) 

Eventually 

∑
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=
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N
1

,

11

σρ
l  ,     (31) 

 

2.4. Monte Carlo simulation strategy 

  The elastic electron backscattering probabilities were also calculated here from 

algorithms based on Monte Carlo simulations. Details of the simulation strategy for elements 
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have been described in details in a recent paper [10]. For compounds, a similar modification 

of strategy was made here as in the Monte Carlo simulations of Auger electron [25] or 

photoelectron [26] transport. The length of linear step between elastic collisions, Λ , was 

assumed to be described by the exponential distribution  








 Λ
−=Λ comp

el
comp
el

F
ll

exp1)(      (32) 

where the elastic mean free path, comp
ell , is calculated from Eq. (31). After passing the 

generated step length, the kind of an atom is selected according to probabilities given by Eq. 

(28). The polar scattering angle after the elastic collision is generated from the probability 

density function, )()(
1 θiH , where index i designates the selected atomic species 

Ω
=

d
d

H
i

el
i

el

i
)(

)(
)(

1
1)(

σ
σ

θ       (33) 

Calculations of the elastic backscattering probability, η∆ , are performed for a finite size of an 

analyzer solid acceptance angle, ∆Ω  (see Fig. 1). The solid angle should not be too small to 

get a reasonably accurate statistics of electrons entering the analyzer after an acceptable 

amount of computations. In practice, assumption of the half-cone angle, α∆ , equal to °÷° 54  

is manageable. In that case, the number of generated trajectories should be of the order of 710  

to estimate the probability η∆  with accuracy of 1% - 2%. 

 

3. Results 

 

3.1. Angular distribution of elastically backscattered intensity 

  Much experimental material on angular distribution of the elastically backscattered 

current is available in the literature [5,11,29-35]. Majority of published data originates from 

experiments in which a movable analyzer with a small acceptance angle was used. 
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Information on the angular distribution can also be obtained from processing of images of 

elastically backscattered electrons using the LEED optics [30,32]. In the present work, the 

angular distributions measured for 10 elements (Si, Fe, Co,Ni, Cu, Pd, Ag, Sm, Ir and Au) 

have been selected as a reference for evaluation of theoretical models described here [33,34]. 

These data were obtained by measurements of the elastic peak intensity using an angle 

resolved photoelectron spectrometer (ADES 400, VG Scientific, UK) equipped with a 

rotatable hemispherical analyzer. The half-cone angle of the analyzer was equal to °± 1.4 . 

Electron beam was situated at normal to the sample surface, while the analyzer was moved in 

the range °≤≤° 7435 α . The angular distribution was described by the elastic peak 

intensities, (exp)I , as a function of the emission angle, .α   

  Eq. (1) describes the elastically backscattered probability within an infinitely small 

acceptance angle. Let us assume that the distribution Ωdd /η  is practically constant within a 

small acceptance angle of an analyzer used in measurements. We may write then 

∫∫
∆

∆Ω Ω
∆−≅

Ω
=Ω

Ω
=∆

α ηαπααηπηη
0

)( )cos1(2sin2
d
dd

d
dd

d
dAN     (34) 

where the index AN indicates the analytical theory. The Monte Carlo simulations performed 

for the actual solid angle of an analyzer provide the elastic backscattering probabilities, 

)(MCη∆ . In the present calculations, the IMFPs for all elements with exception of samarium 

were taken from Tanuma et al. [36]. For samarium, the predictive formula TPP-2M [27] was 

used. The calculated dependences of elastic backscattering probabilities, )( ANη∆  or )(MCη∆ , 

were fitted at a given energy to the experimental intensities by choosing parameter C such that 

the squared differences 2(exp) ][ IC −∆η  were minimized. The resulting comparisons of 

experimental data and predictions of the theoretical models considered here are shown in Figs 

7-10 for Ni, Cu, Ag and Au, i.e. for reference materials recommended for measurements of 
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the IMFP [35,37]. Two conclusions result from these comparisons. Generally, the theoretical 

models describe very well the shape of the measured dependence of backscattered intensities, 

(exp)I , on the emission angle, α . Second, the AN and the MC theoretical models, after fit to 

experimental data, describe the shape of the measured angular dependence with comparable 

quality. Furthermore, the agreement between theory and experiment seems to improve with 

increasing energy.  

  To quantify the comparison of the experimental data and the theoretical models used 

in calculations, the mean percentage differences were calculated. For comparison of the 

measured intensities, (exp)I , and the calculated probabilities of elastic backscattering after fit, 

)( ANC η∆ , the following criterion for a given element and energy was used 

∑
=

∆=
m

k

AN
kAN m

R
1

)(1       (35) 

where 

)(

(exp))(
)( 100 AN

k

k
AN

kAN
k C

IC
η

η
∆

−∆
=∆       (36) 

and m is the number of measured intensities at a given energy. The mean percentage 

differences, ANR , are listed in Table 1. For each element, these values are further averaged 

with respect to all three energies according to the rule 

∑∑
= = ∆
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1 1
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mmm
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,    (37) 

where 1m , 2m  and 3m  are the numbers of measurements at three energies. The averaged 

mean percentage differences >< ANR  are listed in Table 1 and in Figs 7-10. 

  Similar criteria were used to quantify the difference between the measured intensities, 

(exp)I , and the fitted probabilities of elastic backscattering resulting from Monte Carlo 
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simulations, )(MCC η∆ . The mean percentage differences, MCR , and the averaged mean 

percentage differences, >< MCR , are listed in Table 2. The MCR  values are practically 

identical with published data [33] which were estimated from a slightly different Monte Carlo 

program (another source of IMFPs and a different sampler of elastic scattering angles). The 

averaged mean percentage differences, >< MCR , were also published for a Monte Carlo code 

[34]. Again, they are very close to the values listed in Table 2 and in Figs 7-10. They vary 

between 3.75% and 12.73% with the total average of 6.64.  

  On comparison of deviations listed in Tables 1 and 2, we see that the percentage 

differences ANR  and >< ANR  are only slightly larger than the differences MCR  and >< MCR . 

The averaged mean percentage differences, >< ANR , vary between 6.54% and 14.10% with 

total average of 8.84%. Assumptions made in the analytical model that simplify the 

description of the electron transport (domination of one large-angle collision) and in the 

computational algorithm (interpolation of the lA  parameters) have only an insignificant 

influence on the calculated elastic backscattering intensity as compared to the Monte Carlo 

algorithm. 

 

3.2. Ratios of elastic peak intensities 

  An important application of EPES is the experimental determination of the IMFP for a 

given solid. Considerable volume of IMFPs resulting from this method is available in the 

literature [28,37-40]. A recommended experimental procedure involves measurements of 

ratios of the elastic peak intensities for a studied sample and for the reference material [37]. 

This procedure must be accompanied with a reliable theory that provides these ratios with 

possibly high accuracy. In a considerable majority of the published material, the Monte Carlo 

simulations are used in relevant calculations.  
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  Tanuma et al. [40] reported the energy dependence of ratios of elastic peak intensities 

in a wide energy range from 50 eV to 5000 eV. Measurements were performed for 13 

elemental solids [C (graphite), Si, Cr, Fe, Cu, Zn, Ga, Mo, Ag, Ta, W, Pt and Au]. According 

to earlier recommendation [37], the nickel sample was used as a reference material. A unique 

construction of the cylindrical mirror analyzer (CMA) was used in these studies with a typical 

solid acceptance angle ( °±°= 63.42α ) [41]. This analyzer, after careful calibration, made 

possible determination of the absolute signal intensities in the geometry of measurements, 

(exp)I  and (exp)
NiI , for a given sample and the reference sample, respectively. Consequently, one 

can consider the reported ratios, 

(exp)(exp))( / Ni
T II=Γ ,        (38) 

as the most accurate database of experimental ratios appropriate for evaluation of theoretical 

models considered here. 

  The MC and AN theoretical models were used in calculations of all reported 

experimental ratios. Similarly as in the previous section, the IMFPs were taken from Tanuma 

et al. [36] with exception of gallium. For the latter element, the IMFPs were evaluated from 

the TPP-2M predictive formula [37]. Let us introduce the following notation for the 

calculated ratios 

)()()( / MC
Ni

MCMC ηη ∆∆=Γ       (39a) 

)()()( / AN
Ni

ANAN ηη ∆∆=Γ       (39b) 

where the superscript denotes the theoretical model used. The experimental ratios, (exp)(exp) / NiII , 

are compared with results of calculations in Figs 11-13. We note that the energy dependences 

of calculated ratios, )(MCΓ  and )( ANΓ  are practically identical with exception of graphite and 

silicon for energies below 200 eV. As a consequence, the ratios calculated from both 

theoretical models describe the experimentally determined dependence with a similar 
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accuracy. The differences between experimental and theoretical ratios can be ascribed partly 

to limitations of theoretical models, especially in the region of low energies, and partly to 

inaccuracies in the IMFPs used in calculations. We may expect that the IMFPs calculated 

from the optical data [27,36] may differ from the IMFPs that are valid for the surface region 

of the studied samples. 

  The deviations between experimental ratios and theoretical ratios shown in Figs 11-13 

were described by the following percentage differences  

)(

)()(

100 T

ANT
ANT

Γ
Γ−Γ

=∆Γ −       (40a) 

)(

)()(

100 T

MCT
MCT

Γ
Γ−Γ

=∆Γ −       (40b) 

while the deviations due to two theoretical models were defined by 

)(

)()(

100 MC

ANMC
ANMC

Γ
Γ−Γ

=∆Γ −      (40c) 

These percentage differences are plotted in Figs 14-16. We see that the percentage deviations 

between theory and experiment, ANT −∆Γ  and MCT −∆Γ , for energies below 200 eV may reach 

or even exceed 80% (e.g., C, Ag, W, Pt and Au). Better agreement, typically less than 20%, is 

observed for higher energies. In contrast, the percentage differences between the theoretical 

models, ANMC−∆Γ , are much smaller and generally they do not exceed 20%, with exception of 

graphite and silicon.  

  The percentage differences, ANT −∆Γ , MCT −∆Γ  and ANMC−∆Γ , were averaged over all 

energies considered  

∑
=

∆Γ>=∆Γ<
m

im 1

1        (41) 

where m is the number of ratios measured for a given sample. The resulting mean percentage 

differences, >∆Γ< −ANT , >∆Γ< −MCT  and >∆Γ< −ANMC , are listed in Table 3. Good 
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agreement between both theoretical models is observed. The mean deviations >∆Γ< −ANMC  

range between 0.67% and 9.26% with the total mean of 4.46%. The mean deviations 

>∆Γ< −ANT  and >∆Γ< −MCT  are much larger, with total mean of about 16%. These 

deviations can be reduced by proper choice of IMFPs in calculations of ratios )(MCΓ  and 

)( ANΓ . 

 

3.3. Inelastic mean free paths for elemental solids 

  Application of EPES to determine the IMFP consists in selecting a value of the IMFP 

for a given sample in such a way that the calculated ratio of the elastic backscattering 

probabilities is equal to the measured ratio of elastic peak intensities. In other words, we need 

to solve the following equation with respect to inl  

(exp)(exp) //)( NiNiin II=∆∆ ηlη      (42) 

Tanuma et al. [40] determined the IMFPs for 13 elemental solids from the ratios reported by 

these authors. The ratios Niηη ∆∆ /  were calculated from Monte Carlo simulations. The 

IMFPs for 13 elements were also determined in the present work from the same experimental 

ratios, (exp)(exp) / NiII . To solve Eq. (42), the analytical theoretical model and the Monte Carlo 

strategy described here were used. Results presently obtained are compared with IMFPs of 

Tanuma et al. [40] in Figs 17-19. For completeness, the IMFPs calculated from the optical 

data [36] and data obtained using the TPP-2M predictive formula [27] are also shown there. 

In practically all cases, the IMFPs obtained from the analytical model, )( AN
inl , and the Monte 

Carlo algorithm described here, )(MC
inl , are very similar. The noticeable differences are 

observed only for graphite and silicon at energies below about 200 eV. The IMFPs 

determined by Tanuma et al. [40], )(T
inl , agree well with values )( AN

inl  and )(MC
inl  at energies 
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exceeding 200 eV. In the range of lower energies, for some elements (e.g. C, Si and Mo), the 

deviation of )(T
inl  from )( AN

inl  and )(MC
inl  is much more pronounced than the difference between 

)( AN
inl  and )(MC

inl .  

  To quantify the observed deviations, the following percentage differences were 

calculated 

)(

)()(

100 T
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AN
in

T
inANT

in l
ll

l
−

=∆ −      (43a) 
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inMCT

in l
ll

l
−

=∆ −      (43b) 
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)()(

100 MC
in

AN
in

MC
inANMC

in l
ll

l
−

=∆ −      (43c) 

They are shown in Figs 20-22. The largest differences between IMFPs published by Tanuma 

et al. [40], )(T
inl , and determined in the present work, )( AN

inl  and )(MC
inl , for C, Si and Mo reach 

or even exceed 60%. For energies exceeding 200 eV, these percentage deviations are much 

smaller and typically do not exceed 20%. The differences between IMFPs calculated in the 

present work, )( AN
inl  and )(MC

inl , are rather small; in practically all cases they are smaller than 

10%. Thus, the uncertainties due to differences in the Monte Carlo code of Tanuma et al. [40] 

and the code used in the present work may be larger than the deviation due to differences 

betwee the theoretical models considered here. To approach closer this issue, the percentage 

differences given by Eqs (43a)-(43c) were averaged over a given energy range according to 

the general formula 

∑
=

∆>=∆<
m

i
inin m 1

1 ll       (44) 

Two energy ranges were considered: (i) the total energy range from  50 eV to 5000 eV’ and 

(ii) the energy range in which the IMFPs are in a good agreement, i.e. the range from 200 eV 
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to 5000 eV. Results are listed in Table 4. We note that the mean percentage difference due to 

the theoretical models considered here is rather small. The total average is equal to 4.24%. 

This value weakly depends on the energy range. For the range from 200 eV to 5000 eV, the 

total average decreases by slightly more than one percent, i.e. down to 3.09%. The averaged 

difference between results of Monte Carlo calculations of Tanuma et al. [40] and present 

Monte Carlo results is larger, i.e. 9.42% for the total energy range, and it distinctly decreases 

down to 5.73% for energies exceeding 200 eV.  

 

3.4. Inelastic mean free paths for alloys and compounds 

  Let us check the validity of proposed extension of the analytical formalism to 

compounds and alloys. We consider here the procedure of determination of the IMFP for such 

solids from the measured ratios of elastic peak intensities for a studied sample and a given 

reference material. This analysis is performed for five arbitrarily selected solids: the 

Al0.48Ni0.52 alloy [42], gallium antimonide [43]; indium antimonide [43]; gallium nitride [44] 

and silicon carbide [45]. Summary of an algorithm implementing the extended analytical 

formalism is the following. The elastic backscattering probability is calculated from Eqs (1) 

and (2) with parameters lA  replaced with comp
lA . The latter parameters are calculated from 

Eqs (27b) and (28). The elastic mean free path, ell , needed for the parameter s defined by Eq. 

(5), is calculated from Eq. (6). The atomic density, N, and the total elastic scattering cross 

section, elσ , are replaced with parameters compN  and comp
elσ  given by Eqs (29) and (30), 

respectively. The IMFP, inl , needed for parameter s can be calculated from the predictive 

formula TPP-2M [27] or adjusted so that an agreement with the measured ratio of elastic 

peaks is reached. Thus, we see that the input parameters for calculations are: (i) atomic 

numbers and atomic masses of all species constituting a given compound; (ii) stoichiometry 
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coefficients (or atomic fractions); (iii) density of a compound. The same input parameters are 

needed for the Monte Carlo algorithm simulating electron transport in a compound. The only 

difference is in the input parameters describing the elastic scattering events; instead of 

parameters )(i
lA  we need the differential elastic scattering cross sections Ωdd i

el /)(σ  [see Eq. 

(33)]. 

  Comparison of the IMFPs resulting from the analytical formalism, )( AN
inl , and from the 

Monte Carlo calculations, )(MC
inl , with the published IMFPs, )(MC

inl , is shown in Figs 23(a)-

23(e). We see that all three IMFPs well agree in all cases. An important conclusion resulting 

from these results is a high accuracy of the extended analytical formalism, practically 

reproducing IMFPs from the Monte Carlo calculations. The IMFPs calculated here agree well 

with the published data. In cases when the Monte Carlo calculations were used for processing 

of the measured ratios [43-45], this result is expected. However, the IMFPs for Al0.48Ni0.52 

were derived from an oversimplified theory of electron backscattering in which the multiple 

elastic scattering events are neglected (single large-angle backscattering model – SLAB); 

accuracy of this model has recently been extensively analyzed [10]. Furthermore, the elastic 

scattering cross sections were calculated from the nonrelativistic theory assuming the TFD 

potential. Thus, the observed agreement between the IMFPs calculated here and the published 

IMFPs seems to be fortuitous. Finally, one should also indicate a reasonable agreement of all 

IMFPs with the IMFPs obtained from the predictive formula. 

  Let us calculate for the considered compounds, using Eq. (43c), the percentage 

deviations, ANMC
in

−∆l , between IMFPs calculated from the analytical formalism and from 

Monte Carlo simulations. They are shown in Figs 24(a) -24(e). In practically all cases, the 

percentage differences do not exceed 5%. The only distinct exception is the IMFP for InSb at 

500 eV where the deviation reaches 10%. [Fig. 24(c)]. For comparison, the percentage 
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deviations between published IMFPs, )(PUBL
inl , and the IMFPs calculated from algorithms 

developed here, )( AN
inl  and )(MC

inl , 

)(
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l
−
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are also plotted in Figs 24(a) -24(e). These deviations are generally larger than the deviations 

ANMC
in

−∆l  exceeding even 20% [see Fig. 24(c)]. This is an another proof that the use of the two 

Monte Carlo codes may lead to uncertainties in the IMFPs which are larger than the 

percentage differences between the analytical formalism and the Monte Carlo code used here. 

This issue is approached in detail in the next section. 

 

4. Discussion 

 

  Recently, it has been indicated that the elastic backscattering probabilities calculated 

from the analytical formalism are underestimated as compared to the values obtained from 

Monte Carlo simulations [10]. This underestimation evaluated for the emission angles 

°≤≤° 740 α  and for energies 200 eV ≤  E ≤  5000 eV was equal to 8.08% (or 8.87% for the 

energy range 200 eV ≤  E ≤  1000 eV). In the present work, we have compared the shape of 

the energy dependence of measured elastically backscattered intensity with calculated energy 

dependences (see Figs 7-10). For this comparison, the calculated data were fitted to 

experimental intensities. As follows for Tables 1 and 2, both theoretical models considered 

here describe the shape of experimental energy dependence with similar accuracy: the 

averaged mean percentage deviation >< MCR  is equal to 6.64% while >< ANR  is equal to 
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8.84%. Thus, the difference is only 2.2%. If the shape of energy dependences is similar, the 

underestimation of the elastically backscattered intensity is largely removed if we consider 

ratio of intensities rather than the absolute intensities. 

  Similar conclusion resulted from comparison of ratios of elastic backscattering 

probabilities calculated from the analytical model with ratios from Monte Carlo simulations 

[10]. The difference between ratios of different combinations of elements averaged over an 

energy range 200 eV – 5000 eV was equal to only 3.14% [10]. For this reason, the analytical 

formalism is a very prospective tool for determination of the IMFPs. We note, however, that 

the deviation between ratios measured by Tanuma et al. [40] and the ratios calculated here is 

rather significant. As follows from Table 3, the mean percentage deviations, >Γ< −ANT  and 

>Γ< −MCT , are equal to 15.99% and 16.04%, respectively. This effect is due to the fact that 

the IMFPs used in calculations (from refs [27] and [36]) may differ from the IMFPs valid for 

the surface region of studied solids. We may expect that proper adjustment of the IMFPs 

would decrease these percentage deviations. Nonetheless, the averaged mean percentage 

differences between ratios calculated from theoretical models used here are rather small; the 

averaged mean percentage difference >Γ< −ANMC  is equal to 4.46%. This result is another 

support for accuracy and reliability of the analytical formalism. Although this value is slightly 

larger than the mean percentage difference equal to 3.14% reported in ref [10], one should 

note that the present averaging was extended over larger energy range, i.e. from 50 eV to 

5000 eV.  

  The IMFPs determined here from two theoretical models using intensity ratios 

published by Tanuma et al. [40] agree very well. As follows from Table 4, the averaged mean 

percentage deviation, >∆< −ANMC
inl , is equal 4.24%. However, the mean deviations of the 

presently determined IMFPs from the IMFPs published by Tanuma et al. [40], >∆< −ANT
inl  
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and >∆< −MCT
inl , are more than twice larger. As shown in Figs 14-16, the largest scatter is 

generally observed in the energy range from 50 eV to 200 eV. In particular, the deviations 

MCT
in
−∆l  are due to differences in the Monte Carlo program designed here and the code used 

by Tanuma et al. [40]. Let us discuss briefly the origin of these differences. 

  Tanuma et al. [40] identified possible source of deviations as due the use of the TFD 

potential in calculations of elastic scattering cross sections. These authors found that the 

difference between calculated ratios of intensities resulting from the use of TFD and DHF 

potentials vary between 14% and 20% for Si and Ag at 100 eV and 200 eV. For energies 

exceeding 1000 eV, the differences were typically 5%. These results are confirmed in the 

present work. As shown in Figs 20-22, the largest values of percentage differences MCT
in
−∆l  

are observed indeed below 200 eV. For graphite, silicon, and molybdenum, the differences 

reach or even exceed 60%. Fig. 25 shows the differential elastic scattering cross sections at 50 

eV for these elements. Noticeable differences between the elastic scattering cross sections are 

visible. Lower panels show the percentage deviations calculated from 

DHFel

TFDelDHFel

dd
dddd

DCS
)/(

)/()/(
100

Ω
Ω−Ω

=∆
σ

σσ
   (46) 

These percentage deviations are significant at 50 eV; they reach 47% for carbon, 69 for 

silicon and 160% for molybdenum. In fact, the difference between cross sections was 

extensively analyzed by Jablonski et al. [19] on example of noble gases since for these 

elements the experimental data for energies from 50 eV to 3000 eV are available. It has been 

shown that the difference between cross sections is the most pronounced at low energies and 

decreases with energy. The experimental cross sections seem to agree better with 

DHFel dd )/( Ωσ  than TFDel dd )/( Ωσ  and thus the cross section corresponding to the DHF 

potential should be recommended for calculations of the IMFPs. 
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  Second source of uncertainties in the measured IMFPs can be due to the IMFPs 

assumed for the reference material. Tanuma et al. [40] used the IMFPs for Ni calculated from 

experimental optical data in an earlier work [46]. In calculations reported here, the IMFPs for 

Ni were taken from ref. [36]. One should also mention that the reference IMFPs were 

recommended by Powell and Jablonski [37] for four materials (Ni, Cu, Ag and Au). The 

IMFPs for nickel from these three sources are compared in Fig. 26. The lower panel shows 

the percentage differences: 

)(

)()(

100 TPP
in

TPP
in

T
inTPPT

in l
ll

l
−

=∆ −   )(

)()(

100 TPP
in

TPP
in

R
inTPPR

in l
ll

l
−

=∆ −    (47) 

where )(T
inl  are the IMFPs for Ni taken from ref. [46], )(R

inl  are the recommended IMFPs taken 

from ref. [37], and )(TPP
inl  are the IMFPs taken from ref. [36] that were used in the present 

work. Generally agreement between IMFPs for Ni is very good, although the differences of 

8% may be expected at 50 eV. This difference is certainly contributing to differences MCT
in
−∆l  

between the IMFPs from two Monte Carlo codes.  

  As shown in Table 4, the difference between IMFPs calculated from the two Monte 

Carlo codes, >∆< −MCT
inl , distinctly decrease, by a factor of almost two, in the energy range 

from 200 eV to 5000 eV. This energy range should be recommended for determination of 

IMFPs from the elastic peak intensity. Note that for this energy range, the difference between 

the IMFPs derived from the analytical formalism and the Monte Carlo simulations is the 

smallest, i.e. equal to 3.09%. This is distinctly less than the scatter of IMFPs resulting from 

different Monte Carlo simulation codes. One should also mention that different strategies of 

Monte Carlo simulation may affect the calculated IMFPs. At energies exceeding 200 eV, the 

trajectory reversal strategy proposed by Werner [9] may lead to differences up to 5% from a 
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conventional Monte Carlo strategy used here. Consequently, the analytical formalism 

analyzed here can be safely used for determination of IMFPs. 

  The analytical formalism used here is an extension of the formalism proposed by 

Oswald et al. [11]. The derivation was originally based on the nonrelativistic elastic scattering 

cross sections. Extension of this theory to relativistic phase shifts was proposed by Dubus et 

al. [8]. The present extension to alloys and compounds turns out to be very reliable. The 

IMFPs calculated from the Monte Carlo calculations for these solids are practically 

reproduced by the IMFPs from the modified analytical formalism. More pronounced 

differences are between the published IMFPs and the IMFPs determined here. This is due to 

different theoretical models used in the past: oversimplified electron transport theory [42] or 

the elastic scattering cross sections from the TFD potential assumed in Monte Carlo 

calculations [43-45]. Results shown in Figs 23 and 24 additionally justify usefulness of the 

analytical formalism in EPES calculations. 

  In the present work, the influence of surface excitations on the elastically 

backscattered intensity was not considered. Chen et al. [47] has shown that the energy losses 

during electron crossing of a surface region have a non-negligible effect on the measured 

intensity. These authors proposed a correction procedure for taking into account the surface 

excitations in theoretical models simulating the electron trajectories. Simple expressions 

describing this correction called the surface excitation parameter (SEP) were proposed by 

Werner et al. [48] and Chen [49]. Parameters needed for these expressions were determined 

for a limited number of solids [34,48-50]. Werner et al. [48] proposed a predictive formula for 

SEP applying to medium energy electrons and arbitrary material, although an accuracy of 

such approach may be rather limited. On the other hand, it has been indicated that the neglect 

of surface excitations in the procedure of determining the IMFPs from the measured ratio of 

intensities is a justified practice [37,40]. In a given ratio, the surface excitation effects 
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partially cancel and the resulting uncertainties in the IMFPs may be negligibly small. 

Nonetheless, in the present work, the stress is put on evaluation of accuracy of the analytical 

formalism by comparison with results obtained from Monte Carlo simulations. If we correct 

for surface excitations the elastically backscattered intensities that result from two theoretical 

models, the percentage deviation between these intensities would not be affected. 

  Finally, the database of parameters lA  should be briefly discussed. A very fast 

performance of an algorithm calculating the elastic backscattering probability requires the 

pre-calculated set of these parameters. Calculations of parameters lA  with sufficient accuracy 

for l values reaching the doubled parameter maxn  [see Figs 3(a) and (3(b)] requires a 

considerable computer time. Furthermore, to ensure an accurate interpolation between lA  

values from the database to obtain the lA  parameter for the needed energy (see Fig. 5), the 

database should be prepared for a possibly dense grid of energies. In the present work, the lA  

values were calculated for each element for 200 energies uniformly distributed in the 

logarithmic scale in the range from 50 eV to 5000 eV. Such grid of energies ensures high 

accuracy of the analytical formalism. A word of caution should also be added here. In a very 

few cases, the lA  values may be negative. This may occur for in vicinity of the lowest energy 

considered, i.e. 50 eV. For example, the lA  parameter for chromium and for 5=l  in the 

energy range from 50 eV to 54.82 eV increases from 2107417.1 −×−  to 4107658.8 −×− . In 

that case the interpolation in a doubly-logarithmic coordinates is not possible. The 

interpolation in the linear coordinates is needed then. However, inasmuch as the 

determination of IMFPs from ratios of elastic peak intensities is recommended for energies 

exceeding 200 eV, the problem of negative parameters lA  is not essential. 
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5. Conclusions 

 

 Eq. (1) describing the elastic electron backscattering probability has been shown to 

have accuracy comparable to Monte Carlo algorithms. Applicability of this equation was 

extended here to alloys and compounds; the results obtained lead to an analytical algorithm 

which is potentially useful in elastic peak electron spectroscopy for determination of the 

IMFP. The summary of these results is the following: 

1. A relatively simple expression given by Eq. (1) requires calculations of parameters lA  

defined by Eq. (3). A relatively involved algorithm is recommended for this stage of 

calculations. Furthermore, these calculations require a considerable computer time. However, 

the parameters lA  are shown to be smooth functions of energy and can be accurately 

interpolated to obtain values for a given energy. Consequently, we need to calculate a 

database of lA  parameters for all elements and a reasonably dense grid of energies, and these 

calculations are performed only once. 

2. As follows from Table 4, the average percentage difference between the IMFPs obtained 

for 13 elemental solids from the Monte Carlo simulations and from the analytical formalism is 

equal to 4.24% (energy range from 50 eV to 5000 eV) or 3.09% (energy range from 200 eV to 

5000 eV). Such deviation is smaller than deviations obtained from two Monte Carlo codes in 

which different input parameters are used (e.g., elastic scattering cross sections, IMFPs for 

reference materials). 

3. Comparisons of the two theoretical models, the Monte Carlo algorithm and the algorithm 

based on the analytical formalism were made for experimental configurations in which the 

normal incidence of the primary beam was assumed, i.e. °= 00θ . In this geometry, both 

theoretical models provided results in perfect agreement. For this reason, experiments with 
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normal incidence are recommended for EPES applications. As follows from Figs 7 – 10, a 

good agreement of the calculated elastically backscattered probabilities is observed in wide 

range of emission angles, α , up to °= 85α . Agreement with experimentally measured 

backscattered intensities is observed in the range °≤≤° 7435 α ; thus an emission angle from 

this range is recommended for measurements using EPES. In fact, the IMFP measurements 

are frequently made using the cylindrical mirror analyzer in which the emission angle is close 

to .42°  

4. Although the IMFPs from the EPES method were reported for energies down to 50 eV (e.g. 

refs [38-40]), a safe lower energy limit seems to be close to 200 eV. This conclusion follows 

from Table 4. In the energy range from 200 eV to 5000 eV, we observe improved agreement 

between IMFPs from the analytical formalism and the Monte Carlo simulations. Furthermore, 

the IMFPs from two Monte Carlo codes are also in better agreement. Similar limit of validity 

of the theoretical model implemented in the Monte Carlo strategy was also suggested by 

Werner et al. [38,39]. 

  Recently, Bourke and Chantler [51-55] performed detailed analysis of theoretical 

models describing the IMFPs in the low energy region, i.e. from 1 eV to 120 eV. These 

authors developed an accurate method for determination of the IMFP from analysis of X-ray 

absorption fine structure (XAFS) [51-52]. It has been shown that IMFPs calculated from 

different theoretical models considerably diverge in the low energy region. They also diverge 

from the IMFPs determined from XAFS. The authors analyzed different possible 

improvements of theory. Although the presently published set of calculated IMFPs is very 

limited, this approach seem to be very prospective as a source of these data for the low energy 

region.  

  A considerable advantage of the EPES method is due to relatively simple 

measurements that provide the ratio of elastic peak intensities. If the accompanying 
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calculations are very fast and accurate, the IMFPs can be determined for a particular sample 

under study. Furthermore, convenience of such measurements facilitates the determination of 

IMPFs for numerous areas on a given sample. The energy limit exceeding 200 eV is sufficient 

for typical analytical applications of X-ray photoelectron spectroscopy (XPS) using 

instruments equipped with Mg Kα  (hν  = 1253.6 eV) and Al Kα  (hν  = 1486.6 eV) X-ray 

sources. Hard X-ray photoelectron spectroscopy measurements (HAXPES) can be performed 

using the laboratory X-ray sources with higher radiation energy: Zr Lα  (hν  = 2042.4 eV), 

Ag Lα  (hν  = 2984 eV) or Ti Kα  (hν  = 4510 eV). Quantification of XPS and HAXPES 

requires knowledge of photoelectron IMFPs [56] and thus the upper limit of 5000 eV makes 

possible to use the analytical algorithm proposed here for such applications. However, it 

should be noted that most of the HAXPES measurements are performed using synchrotron 

radiation. It would be important to investigate the validity of the present analytical model in 

the case of higher (up to 12-15 keV) electron energies, and such studies are planned in the 

future. 
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Appendix 

 

  The relation between the parameter lA  and the series of relativistic phase shifts, +
nδ  

and −
nδ , n = 0, 1, 2, ... , has the following form [8,10] 
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 are the Wigner 3j symbols, and K is the wave number of the 

projectile. Furthermore, the total elastic scattering cross section, elσ , is expressed by the 

phase shifts  
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The number of summation components in Eq. (B1) is reduced due to the fact that a finite 

number of phase shifts is available. The index n can vary up to Nn =max . Furthermore, due to 

symmetry properties of the Wigner 3j symbols, the range of index k in Eq. (B1) is reduced to 

vary between mink  and maxk  
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Final reduction of the summation components arises from the fact that the components in the 

numerator are different from zero only for even values of the sum knl ++ . We note that the 

parameter lA  for any value of index l is a function of the phase shifts only. 
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Table 1. 

Mean percentage deviations, ANR , and the averaged mean percentage deviations, >< ANR , 

between measured backscattered intensities, (exp)I , and elastic backscattering probabilities 

calculated from the analytical formalism , )( ANη∆ . For each element, the calculated values 

were fitted to experimental data by selecting an appropriate coefficient C [see Eqs (35) and 

(37)]. 

 
===================================================== 
 
Element   Mean percentage deviation, ANR  (%) 
   200 eV  500 eV  1000 eV >< ANR  
____________________________________________________________ 
 
Silicon     4.42    7.12    9.63    7.06 
Iron   15.76  10.03    9.69  11.83 
Cobalt   16.38    3.82    3.18    7.79 
Nickel   16.67    3.77    3.52    7.99 
Copper   17.56  16.07    8.66  14.10 
Palladium  11.22  11.86    5.87    9.65 
Silver     7.73    5.49    6.40    6.54 
Samarium    5.89    7.87    7.10    6.97 
Iridium  11.70    5.54    8.56    8.60 
Gold     8.20    9.92    5.63    7.92 
 
Total mean  11.55    8.15    6.82    8.84 
 
===================================================== 
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Table 2.  

Mean percentage deviations, MCR , and the averaged mean percentage deviations, >< MCR , 

between measured backscattered intensities, (exp)I , and elastic backscattering probabilities 

calculated from Monte Carlo simulations, )(MCη∆ . For each element, the calculated values 

were fitted to experimental data by selecting an appropriate coefficient C. 

 

 
===================================================== 
 
Element   Mean percentage deviation, MCR  (%) 
   200 eV  500 eV  1000 eV >< MCR  
____________________________________________________________ 
 
Silicon     3.22    5.78    7.62    5.54 
Iron   14.35    9.01    7.93  10.43 
Cobalt   12.57    3.69    1.17    5.81 
Nickel   13.31    3.16    1.52    6.00 
Copper   14.92  15.80    7.48  12.73 
Palladium    7.35    7.51    3.55    6.13 
Silver     4.25    4.49    4.72    4.49 
Samarium    4.30    2.07    4.55    3.75 
Iridium    6.00    3.74    4.20    4.65 
Gold     4.10  11.72    4.79    6.87 
 
Total mean    8.44    6.70    4.75    6.64 
 
===================================================== 
 
 

http://rcin.org.plCC BY NC 

https://www.sciencedirect.com/science/article/pii/S0368204815002637?via%3Dihub
https://doi.org/10.1016/j.elspec.2015.10.006
https://doi.org/10.1016/j.elspec.2015.10.006
https://doi.org/10.1016/j.elspec.2015.10.006


This document is the unedited Author’s version of a Submitted Work that was subsequently accepted for publication, Journal 
of Electron Spectroscopy and Related, Phenomena copyright © Elsevier Online after peer review. To access the finaledited 
and published work see https://www.sciencedirect.com/science/article/pii/S0368204815002637?via%3Dihub  
https://doi.org/10.1016/j.elspec.2015.10.006 
  

 43 

 

Table 3.  

Mean percentage differences calculated from Eq (41) between theoretical and experimental 

ratios of elastic backscattering probabilities ( >∆Γ< −ANT  and >∆Γ< −MCT ) and between 

ratios resulting from two theoretical models ( >∆Γ< −ANMC ). 

 

 
======================================================= 
 
Element       Mean percentage deviations (%) 
   >Γ< −ANT   >Γ< −MCT   >Γ< −ANMC  
______________________________________________________________ 
 
Graphite    30.13     28.19       7.96 
Silicon     14.58     11.85       9.26 
Chromium      8.36       7.35       2.49 
Iron     12.21     11.81       1.33 
Copper       9.90       9.79       0.67 
Zinc     14.75     15.24       2.02 
Gallium    11.90     13.02       2.55 
Molybdenum    15.57     17.40       4.45 
Silver     23.64     22.25       3.73 
Tantalum    11.00       9.97       6.42 
Tungsten    22.16     25.90       6.28 
Platinum    17.04     19.37       5.16 
Gold     16.63     16.33       5.68 
 
Total mean    15.99     16.04       4.46 
 
======================================================= 
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Table 4. 

Mean percentage differences calculated from Eq (44) between the IMFPs published by 

Tanuma et al. [40] and the IMFPs determined in the present work ( >∆< −ANT
inl  and 

>∆< −MCT
inl ). In the last column, the mean percentage differences are listed due to two 

theoretical models used here ( >∆< −ANMC
inl ). The averaging procedure was extended over two 

energy ranges: from 50 eV to 5000 eV and form 200 eV to 5000 eV. 

 
======================================================= 
 
Element       Mean percentage deviations (%) 
   >∆< −ANT

inl   >∆< −MCT
inl   >∆< −ANMC

inl  
______________________________________________________________ 
 
 
Energy range from 50 eV to 5000 eV 
 
Graphite    15.28     11.68       7.63 
Silicon     19.17     15.18       9.11 
Chromium      6.92       5.89       2.27 
Iron       4.71       4.32       1.72 
Copper       4.01       3.76       1.02 
Zinc       6.30       5.83       1.74 
Gallium      7.98       7.01       2.79 
Molybdenum    14.26     15.29       4.70 
Silver     12.98     11.14       3.69 
Tantalum    13.00     12.26       5.76 
Tungsten    12.24     11.12       5.34 
Platinum    11.24       9.41       4.38 
Gold     13.31       9.60       4.99 
 
Total mean    10.88       9.42       4.24 
 
======================================================= 
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Table 4. 

(Continued) 

 
======================================================= 
 
Element       Mean percentage deviations (%) 
   >∆< −ANT

inl   >∆< −MCT
inl   >∆< −ANMC

inl  
______________________________________________________________ 
 
 
Energy range from 200 eV to 5000 eV 
 
Graphite      4.52       3.97       3.81 
Silicon       6.86       5.41       2.10 
Chromium      4.60       3.71       1.66 
Iron       3.56       3.05       1.31 
Copper       2.85       2.88       0.84 
Zinc       4.48       4.04       1.57 
Gallium      4.41       3.33       2.07 
Molybdenum      4.12       5.83       4.15 
Silver       8.92       6.64       4.49 
Tantalum    14.46     10.80       4.51 
Tungsten    13.57       9.69       4.30 
Platinum      9.94       7.07       4.02 
Gold     12.88       8.02       5.40 
 
Total mean      7.32       5.73       3.09 
 
======================================================= 
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Figure Captions 

 

Fig. 1. Scheme of the experimental configuration for measurements of the elastic peak 

intensity and the notation used 

 

Fig. 2. The model trajectory illustrating assumptions of the theory of Oswald et al. [11]. 

 

Fig. 3. (Upper panel) The maximum number of relativistic phase shifts, +
nδ  and −

nδ , obtained 

from the ELSEPA program [20,21] for selected elements in the energy range from 50 eV to 

5000 eV; (lower panel) the maximum number of relativistic phase shifts at energy of 5000 eV 

for all elements. 

 

Fig. 4. The 3D plot showing the dependence of the parameter lA  for gold on energy and the 

coefficient l. 

 

Fig. 5. Dependence of the parameter lA  for gold on energy for the first ten coefficients l. (a) 

51 ≤≤ l ;(b) 106 ≤≤ l . The curves are identified in the legend in the plots. 

 

Fig. 6. Scheme of elastic collisions on two different scattering centres A and B, and the 

notation used. 

 

Fig. 7. Comparison of elastically backscattered signal intensity, (exp)I , for nickel with the 

fitted elastic backscattering probability calculated from different theoretical models, η∆C . 
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Circles: experimental data; solid line: the analytical formalism; dotted line: the Monte Carlo 

simulations. (a) Energy of 200 eV; (b) 500 eV; (c) 1000 eV. The mean percentage differences 

ANR  and MCR  are also shown in each panel [Cf. Eqs (35) and (36)]. 

 

Fig. 8. The same as Fig. 7 except for copper. 

 

Fig. 9. The same as Fig. 7 except for silver. 

 

Fig. 10. The same as Fig. 7 except for gold. 

 

Fig. 11. Comparison of the energy dependence of measured ratios of elastically backscattered 

signal intensity for an elemental sample and the nickel reference, (exp)(exp) / NiII , with calculated 

ratios of elastic backscattering probability, Niηη ∆∆ / . Circles: experimental data taken from 

ref. [40]; solid line: the analytical formalism; dotted line: the Monte Carlo simulations. (a) 

Graphite; (b) silicon; (c) chromium; (d) iron. 

 

Fig. 12. The same as Fig. 11 except for copper, zinc, gallium molybdenum and silver. 

 

Fig. 13. The same as Fig. 11 except for tantalum, tungsten, platinum and gold. 

 

Fig. 14. The percentage deviations between ratios of elastic backscattering probabilities. 

Triangles: deviation between experimental ratios and the ratios from the analytical model, 

ANT −∆Γ  [Eq. (40a)]; empty circles: deviation between experimental ratios and ratios from 
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Monte Carlo simulations, MCT −∆Γ  [Eq. (40b)]; filled circles: deviation between ratios from 

two theoretical models, ANMC−∆Γ  [Eq. (40c)]. (a) Graphite; (b) silicon; (c) chromium; (d) iron. 

 

Fig. 15. The same as Fig. 14 except for copper, zinc, gallium, molybdenum and silver. 

 

Fig. 16. The same as Fig. 14 except for tantalum, tungsten, platinum and gold. 

 

Fig. 17. Comparison of the IMFPs obtained from measured ratios of elastic peak intensities 

using different algorithms. Solid circles: values determined from Monte Carlo simulations by 

Tanuma et al. [40]; open circles: values obtained in the present work from Monte Carlo 

simulations; triangles: values obtained from the analytical formalism. Solid line shows energy 

dependence of IMFPs calculated from experimental optical data [36]. (a) Graphite; (b) silicon; 

(c) chromium; (d) iron. 

 

Fig. 18. The same as Fig. 17 except for copper, zinc, gallium, molybdenum and silver. 

 

Fig. 19. The same as Fig. 17 except for tantalum, tungsten, platinum and gold. 

 

Fig. 20. The percentage deviations between IMFPs calculated from measured ratios of elastic 

peak intensities using different algorithms. Triangles: deviations between IMFPs calculated 

by Tanuma et al. [40] and the IMFPs calculated here from the analytical formalism, ANT
in
−∆l  

[Eq. (43a)]; open circles: deviations between IMFPs calculated by Tanuma et al. [40] and the 

IMFPs calculated here from the Monte Carlo simulations, MCT
in
−∆l  [Eq. (43b)]; filled circles: 
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deviation between IMFPs from two theoretical models considered here, ANMC
in

−∆l  [Eq. (43c)]. 

(a) Graphite; (b) silicon; (c) chromium; (d) iron. 

 

Fig. 21. The same as Fig. 20 except for copper, zinc, gallium, molybdenum and silver. 

 

Fig. 22. The same as Fig. 20 except for tantalum, tungsten, platinum and gold. 

 

Fig. 23. Comparison of the IMFPs for compounds obtained from measured ratios of elastic 

peak intensities. Filled circles: Values taken from published reports; open circles: values 

calculated here from Monte Carlo simulations; triangles: values calculated here from the 

analytical formalism. Solid line shows energy dependence of IMFPs calculated from 

predictive formula TPP-2M [27]. (a) Al0.48Ni0.52 alloy; [42]; (b) gallium antimonide, GaSb 

[43]; (c) indium antimonide, InSb [43]; (d) gallium nitride, Ga0.7N0.3 [44]; (e) silicon carbide, 

SiC [45]. 

 

Fig. 24. The percentage deviations between IMFPs calculated for compounds using different 

algorithms. Triangles: deviations between published IMFPs and the IMFPs calculated here 

from the analytical formalism, ANPUBL
in

−∆l  [Eq. (45a)]; open circles: deviations between 

published IMFPs and the IMFPs calculated here from the Monte Carlo simulations, 

MCPUBL
in

−∆l  [Eq. (45b)]; filled circles: deviation between IMFPs from two theoretical models 

considered here, ANMC
in

−∆l . (a) Al0.48Ni0.52 alloy; [42]; (b) gallium antimonide, GaSb [43]; (c) 

indium antimonide, InSb [43]; (d) gallium nitride, Ga0.7N0.3 [44]; (e) silicon carbide, SiC [45]. 
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Fig. 25. (Upper panels) Differential elastic scattering cross sections, Ωdd el /σ , calculated for 

50 eV as a function of scattering angle, θ . Solid line: the DHF potential; dashed line: the TFD 

potential. (Lower panels): Percentage differences between differential elastic scattering cross 

sections, DCS∆  [Eq. (46)]. (a) Carbon; (b) silicon; (c) molybdenum. 

 

Fig. 26. (Upper panel) Comparison of the IMFPs for Ni used as the reference data. Solid line: 

IMFPs calculated from experimental optical data [36]; dotted line: recommended IMFPs 

[28,37]; circles: reference IMFPs used by Tanuma et al. [40]. (Lower panel) Percentage 

differences between IMFPs for Ni. Dotted line: deviation between IMFPs from experimental 

optical data and the recommended IMFPs, TPPR
in
−∆l ; circles: deviations between IMFPs from 

experimental optical data and the IMFPs used by Tanuma et al. [40], TPPT
in
−∆l  [see Eq. (47)]. 
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