
Arch. Mech., 44, ~. pp. 527-556, Warszawa 1992 

On the geometric structure of the stress and strain tensors, 
dual variables and objective rates in continuum mechanics 

C. SANSOUR (STUITGART) 

THE GEOMETRIC STRUCTURE of the stress and strain tensors arising in continuum mechanics is in­
vestigated. All tensors are cla-;sified into two families, each consists of two subgroups regarded as 
phystcally equivalent since they are isometric. Special attention is focussed on the Cauchy stress 
tensor and it is proved that, corresponding to it, no dual strain meac;ure exists. Some new stress ten­
sors are formulated and the physical meaning of the stress tensor dual to the Alman8i strain tensor 
is made apparent by employing a new decomposition of the Cauchy stress tensor with respect to a 
Lagrangian basis. It is shown that push-forward/pull-back under the deformation gradient applied 
to two work conjugate stress and strain tensors do not result in further dual tensors. The rotation 
field is incorporated as an independent variable by considering simple materials to be constrained 
Cosserat continua. By the geometric structure of the involved tensors, it is claimed that only the Lie 
derivative with respect to the flow generated by the rotation group (Green-Naghdi objective rate) 
can be considered ac; occurring naturally in solid mechanics and preserving the physical equivalence 
in rate form. 

1. Introduction 

IN THE LAST DECADE the interest in the simulation of large solid deformations incorporat­
ing finite strains has been immensely growing. The inclusion of finite strain deformations 
necessitates a geometrically exact description of the strain measures and enforces a new 
look at the corresponding stress tensors. In fact, the generalization of different small 
strain theories of solid mechanics such as in the fields of elasticity, visco-elasticity, and 
elasto-viscoplasticity to include finite strains turn out to be a difficult task. Alone the defi­
nition of an appropriate objective stress rate has motivated an intensive research without 
arriving, according to our opinion, to any satisfactory results (for some more or less heuris­
tic attempts to overcome these difficulties see e.g. [5, 6, 22, 32]). It is our belief that a 
deep understanding of finite strain theories cannot be achieved without a corresponding 
understanding of the structure of the strain and stress tensors involved. 

This paper is devoted to the study of the geometric structure of the stress and strain 
tensors and the way the free energy is depending on the latter, defining work conjugate 
stresses and motivating the definition of objective rates. For a general account we refer 
of course to standard literature, e.g. [9, 19, 21, 31, 33]. Anyhow, the view on the subject 
as we intend to give, although classical, provides us, as we believe, with some new results 
and allows for a deeper understanding of the subject. As far as a Lagrangian formulation 
is concerned, a purely intrinsic approach was discussed recently by ROUGEE [24]; a result 
concerning the dual variable of the inverse tensor of the right Cauchy-Green strain tensor 
can be found already there. 

From the very beginning, it would be constructive to clarify some aspects of the ter­
minology used. First, we will not use the notion of material or spatial tensors since we 
believe that such a terminology is misleading and lacks any precise physical definition. 
There is of course something like material (Lagrangian) as well as spatial (Eulerian) de­
scriptions. But it is of crucial importance to understand that the kind of description is 
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completely independent of any stress and strain tensors used. Physical objects such as 
strain and stress tensors cannot be made dependent on the kind of description or on the 
coordinate system one is adopting. It is meaningless to consider the Green strain tensor 
a material tensor, the Almansi strain tensor a spatial one etc. It is of course another story 
whether a special strain tensor is appropriate for a special kind of description (a precise 
statement will be given in this paper later on). 

Special attention will be focussed on the Cauchy stress tensor and its dual strain 
measure. In contrast to many statements to be found in the literature concerning the 
dual variable of the Cauchy stress tensor where it is related either to the Almansi strain 
tensor or to a logarithmic strain measure (see e.g. [17, 18, 23, 32]), we will show that 
such a dual variable does not exist. Consequently there will not be any objective rate for 
the aforementioned stress tensor which can be regarded as a physically useful choice. We 
believe that by this it is understood why all attempts to define an appropriate objective rate 
for the Cauchy stress tensor had failed to give realistic responses as applied to different 
theories of solid mechanics. 

Overview and basic results 

After a short review of the basic geometric relations needed we define the configur­
ation space with a rotation field incorporated explicitly and derive the corresponding 
tangent space. The flows generated by the tangent vectors allows for the definition of Lie 
derivatives with respect to the velocity vector as well as the angular velocity vector. We 
introduce the operations of pull-back and push-forward and adapt them to the convected 
coordinate system used. In the following section different strain measures are defined: 
most of them are well knowri in the literature. By analysing their geometric structure, 
they will be classified into two families for which we adopt, just for convenience, the 
names strain tensors of the first and of the second type. This classification is carried out 
completely independent of the kind of description underlying any practical computation 
for which the termination Lagrangian (material) and Eulerian (spatial) are frequently 
used. In the following section a similar geometric structure is found for the stress tensors 
and the same classification is made. A family of new stress tensors is defined and the 
notion of physically equivalent tensors is introduced. Hereby isometric tensors related 
by a transformation under the rotation tensor R are denoted to by physically equivalent. 
In other words, mathematical isometry denotes physical equivalence (this statement is of 
course nothing but the requirement of the invariance of physical relations with respect 
to the Euclidean group). The subsequent discussion deals with the dependence of the 
free energy on the strain tensors. We gain the important result that push-forward/pull­
back transformations of two dual tensors do not preserve the duality. We define a new 
stress tensor conjugate to the Almansi strains, and the conjugate strains for the Cauchy 
stress tensor will be discussed where it is proved that such a conjugate variable does not 
exist. The section closes with a discussion of the material and spatial descriptions where 
a justification for our classification of tensors is given. It turns out that what we classified 
as tensors of the first type are well suited for a material description, whereas tensors of 
the second type are well suited for a spatial one. In the following section the symmetry 
of the stress tensors is considered and a unified approach to incorporate the rotation 
field as an independent variable is discussed. It is shown that simple materials can be 
considered as constrained Cosserat continua. As a by-product of the approach, we obtain 
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for the isotropic case a new variational principle which secures the symmetry of the stretch 
tensor as well. 

We close by a discussion of the objective stress rates, a subject which motivated up 
to now many controversial debates in the literature. We believe that in the light of the 
geometric structure of the stress and strain tensors, a very satisfying approach to objective 
rat es can be achieved. We arrive at the result that only one rate, the Lie derivative with 
respect to the flow generated by the rotation group (the Green-Naghdi rate), can be 
regarded as arising naturally and as physically consistent. 

2. Notion and basic geometric relations 

Let B C R 3 be an open set defining a body. The map </>(t) : B --+ 1?) is an 
embedding depending on a well chosen parameter t E R. Hereby </>0 = </>(t = , t0 ) defines 
a reference configuration which enables the identification of the material points, so that 
</>0 is the identity map. With c/>08 = 80 and </>(t)B = Bt one can write 

(2.1) c/>(t) : Bo--+ Bt. 

With X E 8 0 and x E Bt we get 

(2.2) 

and 

(2.3) 

x(t ) = c/>(X, t) 

X(t) = c/>- 1(x, t). 

In this paper we consider convected coordinates which are attached to the body. 
Given coordinate charts defined on 80, by the map ¢> corresponding coordinate charts 
are induced on Bt. On the contrary, the map ¢>- 1 induces coordinate charts on 8 0 if 
such charts are defined on Bt. The first case is given within a material (Lagrangian) 
description, where the second is given within a spatial (Eulerian) one. Let now { -z9i} be 
appropriately defined convected coordinate charts, T 8 11 and T Bt be the tangent spaces 
of 8 0 and Bt, respectively. We have 

(2.4) G1 = 8Xj8{) 1 with G1 E TB0 

and 

(2.5) 

The covariant metrics in both configurations are given by the relations 

(2.6) G11 = G1 • GJ and Yij = gi · gj, 

where a dot denotes scalar product of vectors. Their inverse is denoted by G 11 , gij. 

The tangent of the map ¢>; T ¢> = F well known as the deformation gradient with 

(2.7) T ¢>: TB0 --+ TBt, 

or 

(2.8) detF > 0, 

is given as the tensor product 

F = b~gi 0 G1
. 

REMARK 2.1 ON NOTATION. In our notation we will use capital indices for components 
to be raised or lowered using the reference metric and small letters for indices raised or 
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lowered using the actual metric. Using arbitrary coordinates, the deformation gradient 
reads F = F}gi ® GJ with Fj = 8</>i / 8X J. By the identification of a tensor with its 
components, the basis can then be dropped (see MARSDEN and HUGHES [19]). Now, in the 
case of convected coordinates one has Fj = 8~ with 8~ being the Kronecker delta and the 
inclusion of the basis vectors in the description of tensors becomes an unrenouncable part 
of it. A considerable simplification is achieved if we come over to apply the summation 
convention over same letters, also when they are of different types (capital and small letter 
indices). In this case the following rule for the Kronecker delta has to hold: 8f< = 8f. 
Accordingly, it makes sense to write 9ijGI ® GJ since over the pairs i , I and j, J is to 
be summed. Further, relations of the type Uni8f/ = Uni8J: = Uki hold. If ambiguity 
is excluded, the reader may drop the distinction between capital and small letter indices 
arriving at a classical notation. The chosen notation has the advantage of allowing for a 
compact description as well as making many pull-back!push-fonvard transformations very 
transparent, as will be shown in the subsequent discussion. In addition, we will keep the 
same notation for tensors when the components are raised or lowered. From the context 
it should be clear which kind of tensor is used. 

According to our remark, we may write 

(2.9) F = gi ® GI. 

The polar decomposition theorem applies resulting in 

(2.10) F = RU, F = UR, and U = RURT, 

with U and U being symmetric andRE S0(3). 
Equation (2.9) entails the relation 

(2.11) 

By that, and in addition to the base system G I in the reference configuration, the new 
base system gi in the actual configuration is defined. On the other hand, and by the polar 
decomposition (2.10), we have 

(2.12) 

Two new base systems can now be defined:_ 

(2.13) gi := UGI or gi := RT gi 

and 

(2.14) GI := RGI or 
....... ......._1 
GI := u gi. 

The base gi can now be interpreted either as a forward transformation of G I by U or as a 
back transformation of gi by RT. Correspondingly, the base GI can be understood either 
as a forward transformation of G I by R or as a back transformation of gi by U - 1 . We 
may say that G I defines a reference base system, gi the actual one, gi a stretched base 
system and G I the rotated one. As an immediate result we have 

(2.15) 

We note also the important relation 

(2.16) 
T ....... 

gi = F GI. 
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It is easily checked that the following very useful relations hold: 

gi = FGI ' 

(2.17) 
gi = F-TGI , 

"' T "' 
gi = F GI ' 
"'i = F-l(;I 
g ' ' 

GI = F-1gi' 

GI = FT gi, 

G"' F-T"' I = gi , 

(; l = Fgi . 

531 

REMARK 2.2 ON NOTATION. For the sake of brevity two isometric tensors are distin­
guished by the use of a "hat". By this we are forced to denote many tensors differently 
than somehow established in the literature (e.g. we are writing U instead of V). Further, 
tensors defined with respect to the basis equipped with the reference metric are denoted 
by capital letters; those taken with respect to the basis furnished with the actual metric 
are denoted by small letters. By that we believe that, in spite of the large number of 
tensors used, a maximum of clarity is achieved. 

The configuration space and the pull-back/push-forward operations 

With the polar decomposition ofF introduced in Eq. (2.10), the rotation tensor R is 

uniquely determined by means of the symetry of U or that of U respectively, namely by 
the condition 

(2.18) 

Anyhow, from practical as well as theoretical point of view it is more attractive to treat 
R first as an independent variable. The fulfillment of Eq. (2.18) and hence the achieve­
ment of the polar decompo~ition is then carried . out as a part of the solution of a given 
boundary value problem by which the map ¢(X) is determined as well. From theoretical 
point of view, this statement is equivalent to the understanding that simple materials are 
treated as a special type of a Cosserat continuum. The discussion of these materials, 
which we will call restricted Cosserat continua, is postponed until Sec. 6 where a rigorous 
justification of our approach is given as well. Meanwhile, anyhow, we just need the fact 
that R is not given a priori and is treated, as ¢(X), as an unknown field. In this case and 
for the deformation process to be well defined it becomes necessary to give a precise defi­
nition of the configuration space. This is done next. For the mathematical background 
the reader is referred to ABRAHAM et al. [1], CHOCQUET et al. [4] or DUBRIN et al. 
[8]. 

The configuration space, denoted by C (B), consists of the set of all admissible configur­
ations of the body. It is defined pointwise by the pair 

(2.19) C(B) = {U = (4>t(X), Rt) I u: B--+ R 3 
X S0(3)}. 

The rotation group can be parametrized with the help of the exponential map: 

(2.20) R = exp( 0) = 1 + 0 + ez + 03 + ... = 1 + sin I a I e + 1 - cos I a 102 
2! 3! 1e1 1e12 

with the skew-symmetric tensor 0 = -0T E so(3), the tangent space of S0(3) at the 
identity (see e.g. [1, 8]), and with a E R3 denoting the corresponding axial vector. 

http://rcin.org.pl



532 C. SANSOUR 

For two elements U, V of C with U = (</>t0 (X) , Rt0 ) and V = (4>t-t0 (X) , Rt-t0 ) the 
group operation is then defined by 

(2.21) U + V = ( </>t0 (X), Rt0 ) + ( 4>t-t0 (X), Rt-t0) 

= (</>t-t0 o 4>t0 (X), Rt-t0Rt0 ) = (</>t(X) , Rt-t0Rt0 ). 

In the last equation use is made of the fact that <f>t is a one-parameter diffeomorphism for 
which the relations <Pt o <f>s = <f>t+s (o denotes the composition of maps) and 4>-t = </>t" 1 

hold. The group structure is not Abelian and the neutral element is (</>t=o(X), 1) where 
<Pt=O is the identity map. 

Of crucial importance for our considerations is the fact that the group S0(3) is a Lie 
group, i.e. it defines a manifold. Hence, the configuration space itself defines a manifold. 
On this manifold curves are defined as one-parameter subgroups. A curve V(t) on C 
passing trough U = ( <f>t0 (X), Rt0) with V(t = t0 ) = U is then given as 

(2.22) V(t) = [ 4>t-to o </>t0 (X) , exp(tll)Rt0], n E so(3). 

Its tangent at U is defined in the usual manner by 

(2.23) 
D D 

DU = Dt Vlt=to = Dt [</>t(X), exp(tll)R]It=to 

From physical point of view DV defines the way to take variations of a physical quantity 
(e.g. free energy) depending on the configuration space. Mathematically, (vtrp llRt0 ) is 
an element of the tangent space TC(B) at the point defined by (</>(X), R)t=to· In other 
words, a deformation process parametrized by t defines a flow on the configuration space 
with tangent vectors given by (vt , llRt). From the definition of the configuration space we 
see that push-forward/pull-back operations of the 'tangent space of B are furnished under 
the map </> as well as under the action of the transformation group S0(3). Moreover, 
any deformation process induces a tangent vector field on C(B) with respect to which Lie 
derivetives are well defined; a fact which we will need in Sec. 7. That is, Lie derivatiyes 
can be considered with respect to the tangent vector field given by v as well as with 
respect to the tangent vector field defined by llR. For more details concerning alternative 
definitions of C(B), second derivatives, and possible metrics to be defined on C(B), the 
reader is referred to SANSOUR and BEDNARCZYK (27]. 

At this stage it is useful to define the pull-back and push-forward operation under F 
for both co- as well as contravariant tensors. Both operations make sense since F defines a 
diffeomorphism. Here we specialize them for the coordinate system used and the chosen 
notation. For clarity we will distinguish between covariant and contravariant tensors. For 
the covariant tensors A = A1JG1 ® GJ, a = aijgi ® gi, the push-forward/pull-back 
operations which are denoted by </>* and </>*, respectively, are defined as follows: 

(2.24) </>*A = FT-1 AF- 1 = A1Jgi ® gi, 

(2.25) ¢*a = FT aF = aijG1 ® GJ . 

Analogously, the pull-back/push-forward operations for the contravariant tensors Z = 
ziJ G1 ® GJ, z = ziigi ® gj are defined by 

(2.26) </>*Z = FZFT = Z1Jgi ® gj, 
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(2.27) 

An important feature of these transformation is already apparent. The coordinate 
of a tensor are invariant under these transformation, the basis only is transformed. In 
other words, given any tensor, new tensors are generated by preserving the coordinates 
but transforming the basis. It is stressed that this transparent rule is due to the use of 
convected coordinates. Analogously, and by the definition of our configuration space, 
push-forward/pull-back operations under R are well defined. We will denote them by R* 
and R*, respectively. They have already been used by SIMO and MARSDEN [28]. 

The transformation rules can be generalized in order to encompass transformations 
due to the action of tensors like U or U. By the definitions 

(2.28) ~ ,;.. * u* =I¥* oR , 

we arrive at well defined operations which we will call, just for convenience, push-forward/ 
pull-back operations under U and U, respectively. Note that these transformations are 
defined by Eqs. (2.28) and not by a flow generated by a tangent vector field. Adding to 
A and a the tensors A= AIJGI ® GJ, a= aijgi ®gj as well as the analogously-defined 

tensors Z and i, we perform in the following these transformations 

(2.29) 

(2.30) 

(2.31) 

(2.32) 

T ~I ~J 

R*(A) = RAR = AIJG ® G , 

R*(a) = RT aR = aijt 0 gj, 
U*(A) = uT-t AU- 1 = AIJgi ® gj, 
U*(a) = UTaU = aijGI 0 GJ . 

Analogously, the pull-back/push-forward operations for the contravariant tensors read 

(2 .33) R*(Z) = RZRT = ziJGI ® GJ, 

(2.34) R*(z) = RT zR = zijgi ® gj, 

(2.35) u*(z) = uzur = ziJgi 0 gj, 
(2.36) U*(z) = u-1-zu-T = zijGI ® GJ. 

Equation (2.16) motivates the definition of a further group of transformations under 
the action of FT. We denote it by <p* and <p*, respectively. Applied to the tensors A, a 
and Z, i we get 

(2.37) 

(2.38) 

(2.39) 

(2.40) 

<p*A = F-t_AFT-1 = AIJgi ® gj' 
<p*a = F3FT = aijGI ® GJ' 

<p*z = FrzF = ziJgi 0 gj, 
<p*i = FT- 1-zF- 1 = zijGI ® GJ. 

For further purpose we write the metric in absolute notation: 

and 

G : = G I JGI ® GJ ' 

G: = G IJGI ® GJ' 

g : = g i j gi ® gj ' 
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REMARK 2.3. It must be stressed that since any configuration of the body is embedded 
in an Euclidean space, all these tensors denote one and the same object, namely the 
identity tensor. That we are distinguishing them in notation is only a matter of convenience 
and to make subsequent operations more transparent. For instance, the right Cauchy­
Green tensor as will be subsequently discussed is defined by: C = FTF. We can also 
understand C as the pull back of g : C = ¢*g = FT gF. Both definitions of C are 
equivalent since g is the identity. Nevei:theless, by understanding C as a "pull back" we 
immediately see that the components C ij of C with respect to the reference base are 
given by the metric 9 ij· 

REMARK 2.4. It should be clear that the boundary value problem can be formulated 
without a direct reference to the rotation tensor R. In this case the rotation tensor is 
actually a hidden variable. Further, the definition of the configuration space as given in 
Eq. (2.19) is well suited for a material description. In the case of spatial description <Pt (X) 
and R should be replaced by ¢!1(x) and by R-1 = RT (concerning this point see also 
Sec. 5.4). 

3. Strain tensors and their geometric structure 

In this section we discuss, in a general setting, the underlying geometric structure of 
the strain tensors. 

By the polar decomposition theorem (2.10), the right and left stretch tensors U, U are 
defined as 

(3.1) u = ur 
' 

U = fjT. 

We consider next the Cauchy-Green tensors 

(3.2) C = FTF = U2 , 

and 

(3.3) 
as well as the inverse of the already defined strain tensors: 

(3.4) ii := u-1, 

(3 .5) u := fj-1 ' 

(3.6) c := c-1, 

(3.7) c := (:-1. 

·In order to get strain tensors which vanish at the reference configuration one defines 
usually 

H := (U- G), 

ii := cu- G), 
1 

E := z(C- G), 

,..... 1--,..... 
E := z(C- G), 

h := (g- u), 
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ii := (g- u) , 
" 1_...._ " ) e := -(g- c , 

2 
1 

e := -(g- c), 
2 

The tensor E is known as the Green strain tensor, e as the Almansi one. c and c are 
named after Finger and E and e are known as Karni-Reiner tensors. Anyhow the labels 
are not unique, see e.e. TRUESDELL and NOLL (31], NOLL (21], PRAGER (23], Me YEAN 
[20], ERINGEN [9]. The tensors H and h are usually called engineering strains. 

REMARK 3.1. Although C and C are functions of U and U respectively, it is useful to 
work with both independently. First, U and U are defined by Eq. (3.1), that is, for their 

computation a rotation tensor is explicitly needed, whereas C and C are just functions 
of the displacement field up to quadratic terms. Second, whereas the conjugate stress 
tensors of C and C are symmetric (by the symmetry of the Cauchy stress tensor), those 
of U and U are generally not (details are given in the Sees. 5 and 6). 

The strain measures exhibit a certain geometric structure which is essential for a correct 
physical understanding. To get an insight into that structure, it is useful to resolve the 
strain tensors with respect to certain base systems. To this end let us rewrite some of the 
mentioned tensors with the help of the relations (2.9)-(2.17) as the tensor product. of two 
vectors. 

One may verify that the following relations hold 

(3.8) F = gi 0 GI 

or 

(3.9) 
_...._ I " 

F = G 0 gi, 

(3.10) R=GI 0 GI 

or 

(3.11) R = gi 0 gi, 
(3.12) U = gi 0 GI, 

(3.13) u = gi 0 GI, 

(3.14) " G 0 ---i U = I g , 

(3.15) u = .GI 0 gi. 

Resolving gi with respect to the base GJ: 

(3.16) 

one gets with Eq. (3.12) 

(3.17) U = UiJGI 0 GJ. 

With Eqs. (3.17), (2.10)3 and (2.14)1 we have further 

(3.18) 

which leads with Eq. (3.13) to 

(3.19) 
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On the other hand, the decomposition of GI with respect to the base gi together with 
the relation GI · gj = Ujl shows that 

(3.20) GI = Ujigj and gi = (U- 1)JiGJ with (U- 1)IkUkJ = 8). 
Using Eqs. (3.8)-(3.15), (3.19), (3.20) the definitions of the strain measure as well as the 
symmetry of U and U, we get the following relationships: 

(3.21) U = RTF, U = UiJGI 0 GJ, 

(3.22) U = FRT 
' 

u = uiJGI 0 GJ , 

(3.23) C = FTF = U2 

' 
C = 9i jGI 0 GJ , 

(3.24) C = FFT =·U2 , 
"' "'I "'J C = 9i jG 0 G , 

(3.25) u = F- 1R, u = UiJgi 0 gi , 

(3.26) u = RF-1, u = UiJgi 0 gi , 

(3.27) c = F-1FT-1' c = G I Jgi 0 gj ' 

(3.28) c = FT-1F-1 
' 

c = G I Jgi 0 gj . 

Already at this stage a certain geometric structure is apparent. The strain tensors can 
be classified into two families, each family consists of two subgroups: 

1. Covariant tensors taken with respect to a basis endowed with the metric G I J; 
a) the base system is G 1, 

b) the base system is G I. 
2. Covariant tensors taken with respect to a basis endowed with the metric 9ij ; 
a) the base system is gi, 
b) the base system is gi. 
For convenience, we call the first family tensors of the first type, and the second family 

tensors of the second type. This classification is of great significance when discussing the 
material and spatial descriptions. Actually it would be motivated to designate the first 
family Lagrangian tensors, the second one - the Eulerian tensors. Unfortunately, the 
terminology of Lagrangian and Eulerian tensors to be found in the literature does not fit 
our classification (tensors taken with respect to Gi are called also Eulerian). Hence, to 
avoid ambiguities we stick to the suggested names of first and second type tensors. 

For the strain tensors which vanish at the reference configuration we get in analogy 
with Eqs. (3.21)-(3.28) 

(3.29) H := (U - G) = (RTF- G), 

(3.30) H := (U - G) = (FRT - G), 

(3.31) 

(3.32) 

(3.33) 

(3.34) 

(3.35) 

1 1 
E := 2(c- G) = 2(u2 

- G), 

"' 1 "' "' 1 "'2 "' 
E := 2(C- G) = 2(U - G), 

h : = (g - u) = (g - RF- 1
), 

h := (g- u) = (g- F-1R), 

"' 1 '"' "' 1 "' --2 e : = 2 (g - c) = 2 (g - u ) , 

h = (gij- uiJ)gi 0 gi, 

ii = (gij- uiJ)gi 0 gj, 

-- 1 ( G )"'i "'J. e = 2 9ij - IJ g 0 g , 
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(3 .36) 

Adopting now geometric language by considering the push-fOtward/pull-back oper­
ations as defined in Eqs. (2.24)-(2.40), one can see from Eqs. (3.21)-(3.36) and by con­
sidering the definitions of the basis in Eqs. (2.11), (2.13) and (2.14) that the following two 
groups of relations hold: 

(3.37) U = R.(U), 

(3.38) H = R.(H)' 
(3 .39) u = R.(ii), 

(3.40) h = R.(h), 

(3.41) C = R.(C), 

(3.42) E = R*(E)' 
(3 .43) c = R*(c), 
(3.44) e = R.(e), 

and 

(3.45) u = <p.u, 
(3.46) u = ¢*U , 
(3 .47) C = ¢ * g = U* (g) , 

(3.48) c = <p*g = u*(g), 

(3.49) c = <p.G = U*(G), 

(3.50) c = ¢.G = u*(G), 

(3 .51) e = <p*E = U*(E), 

(3.52) e = ¢*E = u. (E). 
FH:st of all we emphasize again that the use of convected coordinateS ensures the 

invariance of the coordinate of a tensor under these transformations. Only the basis 
is transformed. We have four base systems GJ, G1, gi and gi, correspondingly four 
covariant strain tensors with components uiJ and further four tensors with components 
g ij and G 1 J, respectively. One and the same tensor can be differently interpreted, for 

instance C can be understood as the push-forward of C by R, as the pull-back of g by U 
or as the pull-back of g under FT. Similar interpretations can be given to other strain 
tensors which can be read from Eqs. (3.37)-(3.52). 

The first group of isometric transformations is in fact the most important one. It 
plays in the considerations of this paper a fundamental role. Isometric tensors have the 
same components relative to bases differing by a rotation, thus the metric is preserved. 
Since any physical relation should be invariant with respect to rigid rotations, we conclude 
that, physically, isometric tensors are equivalent. Furthermore, the pull-back/push-forward 
transformations under R will play an essential role in defining objective rates as we will 
suggest later on in this paper. 

The relations (3.37)-(3.52) are of course valid for arbitrary coordinates. Nevertheless, 
by the use of convected coordinates the operations of pull-back/push-forward are applied 
to physically interesting objects. For instance, geometrically, C can be understood as the 
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pull back of the Riemannian metric g : C = ¢*g. In the case of arbitrary coordinates the 
components of g are arbitrary and completely independent of the deformation process, 
and hence are physically of less interest. The physically interesting object is hidden in 
the transformation operators of the "pull back" itself. Not so in the case of convected 
coordinates where the components of g are 9ij , which depend on the deformation process 
alone, and the pull back operation means that the components of C are identical with 9ij . 
Thus the transformed object g is at the same time the physically interesting object. 

By the pull-back/push-forward operations we were able to avoid inverse operations 
on the matrix of the components 9ij , uiJ or G IJ· Such inverse operations have the 
theoretical feature that we can write what we called tensors of the second type with 
respect to bases furnished with the metric of the reference configuration, and tensors of 
the first type with respect to bases furnished with the actual metric. It is straightforward 
to see that the following relations also hold: 

(3.53) U = (U- 1
)
1igi 0 gj, H = ((U- 1

)
1i- gii )gi 0 gj, 

(3.54) u = cu-1
)
1j gi 0 gj, u = ccu-1

)
1j - g ii )gi 0 gj, 

(3.55) C = G 11gi 0 gj, E = 1/2(G11 - g ii )gi 0 gj , 

(3.56) c = G 11 gi 0 gj, E: = 1/2(G11 - 9ii )gi 0 gj, 

(3 .57) u = (U- 1
)
1i GI 0 GJ , h = (G 11 - (U- 1

)
1i )GI 0 GJ , 

(3.58) u = cu- 1
)
1ifh 0 G1 , h = (G 11 - cu-1

)
1j)GI 0 G1 , 

(3.59) c = g iiGI 0 GJ , e = 1/2(G11 - g ii )GI 0 GJ, 

(3.60) c = g iiGI 0 GJ , e = 1/2(G11 - g ii )GI 0 GJ. 

Here the strain tensors are treated as contravariant tensors. 
From these equations we see that it is always possible to formulate all tensors with 

respect to basis furnished with the reference metric respectively the actual metric. The 
price to be paid is given by the inverse operations to be applied on u iJ, G IJ and 9ij· 

. This point will later on have considerable consequences by the definition of objective 
rates. We remark, that the last equations allow for an alternative interpretation of the 
transformation operations. One may read 

(3.61) 

(3.62) 

(3.63) 

(3.64) 

4. Stress tensors 

C = <p*(G-1) = U*(G-1), 

c = </>*(G-1
) = u*(G- 1

), 

~ = ¢*(g-1) = u*(g-1), 

c = <p*(g-1) = u*(g-1). 

By the Cauchy theorem we have: 

(4.1) t = un, 

with t as the true stress vector, n as the unit normal vector, and u as the symmetric Cauchy 
stress tensor. We consider further the decompositions 

(4.2) 
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(4.3) 

and define the following two stress vectors 

(4.4) 

(4.5) 

ti := agi' 

T1 := aGJ . 
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From Eqs. (4.1)-(4.3) we have immediately t = t i n i = T1 N 1. Further the relations hold 

(4.6) a=ti 0 gi , a=T1 0 GJ. 

Starting from these relations, different families of stress tensors can be generated. For 
this purpose we consider the decompositions 

(4.7) 

(4.8) 

and 

(4.9) 

( 4.10) 

ti := a i igj ' 

= l i J(;J' 

with the help of which we can write for Eqs. ( 4.6) 

( 4.11) 

( 4.12) 

or 

( 4.13) 

( 4.14) 

(J = (j ij gj 0 gi' 

= E 1JGJ 0 G/ 

(J = I i J G J 0 gi ' 

= :=Ii gj 0 G/ ' 
respectively. The last two equations motivate the definitions 

( 4.15) 

and 

( 4.16) 

resulting in 

(4.17) 

(4.18) 

0" = ffiT ' 
= u=:. 

The different decompositions of the Cauchy stress tensor, Eqs. (4.11), (4.12) on the one 
hand and Eqs. ( 4.13), ( 4.14) on the other hand, are neither arbitrary nor superfluous. They 
are in fact necessary in order to generate all stress tensors needed so as to correspond, 
in a sense to be made precise in the next section, to the strain tensors introduced in 
the last section. The physical meaning of the different components is apparent from the 
definitions (4.7)-(4.10). 

It is easily verified that the different stress components are related according to 

(4.19) E 1J = G 1MUkMak1UtNGNJ = 1i1UiLGLJ. 
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In Eq. ( 4.17) the tensor r is left multiplied by U, while § is right multiplicated by U, 
to give u. Since u as well as U are symmetric, it follows from Eqs. (4.17) and (4.18) 

(4.20) 

respectively 

(4.21) 

=- rT ..... - ' 

Hence it suffices to consider onLy one of both tensors. Here we choose r. 
For the isometric Cauchy stress tensor u = R*(u), also called the rotated stress tensor 

(MARSDEN and HUGHEs [19]), we have immediately from (4.11) and (4.12) 

(4.22) 

(4.23) 

u = aiigi 0 gi, 
= E 1JGJ0Gr. 

By systematic applications of the pull-back and push-forward operations to the already 
defined stress tensors, different families of new stress tensors are generated. First, we 
apply the transformation operators on the Cauchy stress tensor and on its isometric tensor: 

(4.24) I: = ¢*u = U*u, I:= aiiGJ 0 Gr, 

(4.25) r = <p*u = u*(u), r = aii(;J 0 Gr, 

(4.26) ~ = <p.u = U.u, ~ = E 1Jgi 0 gi, 
(4.27) ~ = </>.(u) = U.(u), ~ = E 1

J gi 0 gi. 

Explicitly we have 

(4.28) 

(4.29) 

(4.30) 

(4.31) 

f = fj-lufiT-1' 

~ = UuiJT, 

~ = FTuF. 

Further relations can be read from Eqs. ( 4.24 )-( 4.31 ). Note the following interesting 
analogy. While I: is the pull-back of u under F, ~is the push1orward of u under the same 
map. Correspondingly, while r is the pull-back of u under FT' ~ is the push-forward of (J 

under the same map. · 
Actually, Eqs. (4.12)-(4.23) motivate the notation A for u and A for u. Hence, 

according to our classifications, the Cauchy stress tensor as well as its isometric tensor 
may be considered tensors of the first as well as of the second type, depending on the stress 
components used. This statement reflects an important aspect of this paper. In fact, in 
formulating the Cauchy stress tensor in a natural way with respect to (in our classification) 
Lagrangian bases we are going beyond the well established treatment of the Cauchy stress 
tensor opening new doors to define new stress tensors which turn out to be essential for 
a complete understanding of the structure of the stress and strain tensors. This somehow 
surprising characteristic peculiarity of the Cauchy stress tensor is confirmed further when 
discussing the corresponding dual variables in Sec. 5. 

With the application of the different transformations on r we obtain further the stress 
tensors 

(4.32) 
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(4 . .33) 

( 4.34) 

y = u*cr\ 
Y = <p*r, 

It is easily checked that the following results also hold 

(4.35) y = Uu, 

( 4.36) r = uu, 
(4.37) r= ur, 
( 4.38) r = ur. 
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Altogether we have three contravariant components aii, Eii and 'Yij defining ten stress 
tensors of four different bases. 

In analogy to the expressions we get for the strains in Eqs. (3.53)-(3.60), we may write 

the stress tensors of the second type ~ and ~ with respect to bases furnished with the 
reference metric 

( 4.39) 

Alternatively, owing to Eq. (4.19) and the relation 9ij = UiMGMNUjN we arrive at the 
interesting expression 

(4.40) 

with aij 9ikak19tj· Similar expressions can be given for tensors of the first type as 
well: e.g. one has r = Eijgi 0 gi etc. 

REMARK 4.1. Alternatively, one can multiply these stress tensors by J = det F getting 
the so-called weighted stress tensors which are frequently used in the literature. The 
most known of them are T = J u as the Kirchhoff stress tensor, S = J.[ as the second 
Piola-K.irchhoff stress tensor, and r = Jr as the Biot-Lurie stress tensor. 

REMARK 4.2. By the symmetry of the Cauchy stress tensor the components aii and 

Eii are symmetric. This entails that the stress tensors u, ~, ~, r and I: are symmetric 
(see (4.24)-(4.27)). The tensors y, y, rand rare in general not symmetric. As it will 

be discussed in Sec. 6, it turns out that in the special case of isotropy when r and U are 
coaxial, the symmetry of u entails (because of Eq. ( 4.17)) that of r and, hence, that of y, 
y and r. 

5. The Helmholz free energy and the concept of dual variables 

For the purposes of this study, it is completely sufficient to consider the simplest 
possible theory governed by a free energy function. The results are not affected if the 
theory is generalized to include thermal effects or further dissipative processes. First we 
define what to understand under a conjugate pair and give for all strain tensors already 
defined the corresponding conjugate stress tensor. In the following subsection .the question 
of the dual variable of the Cauchy stress tensor is discussed and it is proved that, in general, 
such a dual variable does not exist. The last subsection is concerned with the conditions 
to be fulfilled in order for the push-forward of a stress or strain tensor under F to achieve 
a dual variable. 
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5.1. Energetically consistent dual variables 

We assume the Helmholz free energy rjJ to depend in a suitable way (frame-indifferent) 
on the deformation gradient only. Its material time derivative 

(5.1) p.P = C1: d 

defines then the rate of specific work, with 

(5.2) 

and (:) denoting double contraction ( u : d = tr( udT)). From Eqs. (2.9) and ( 5 .2)z one 
gets 

(5.3) 

and thus for d 

(5.4) 

and for .P 

(5.5) 
. 1 . . 

1T1 t) • 
p'l' = 2a 9ij. 

The equation for .P can be written in a slightly modified form if one considers the differ­
ence of two metrics, and not the metric itself, as the physically interesting object. Thus 
we write 

(5.6) 
1D(gij-GIJ) 

d i j = 2 Dt . 

This modification is clearly admissible since velocities make sense for material points only 
and for such a point the placement X and the metric G IJ are time-independent. Since 
aij and 9ij are the components of I: and C, respectively, with respect to time-independent 
bases, it follows immediately 

(5.7) 
. 1 . . 

prjl = -r : c = r : E. 
2 

Now, 1: and C have the same components with respect to a rotating, and hence time­
dependent bases. It is interesting that this kind of time dependence (with the metric 
being preserved) does not affect the expressions for .P, and that Eq. (5.7) is equivalent to 

• 1,.... .;... _..._ .;... 
(5.8) prjl = -r : c = r : E. 

2 

To see this we define 

(5.9) 

and by RRT = 1 we have 

(5.10) n = -nT. 
Equations (3.24) and (2.14)1 yield 

(5.11) 
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and 

ptP = !r : (Yij(;l 0 (;J + ilC + CilT) 
2 
1 . . ....... ....... 

= -at1!J ij + rc: n 
2 
1 ij . 

= -a 9ij · 
2 

Here we made use of rc = u and of the symmetry of u. 

543 

To look for expressions equivalent to Eq. (5.1) but formulated in terms of the other 
strain tensors, the free energy is considered as a function of these strain tensors and, via 
the latter, as a function of the deformation gradient. According to the second law of 
thermodynamics (TRUESDELL and NOLL (31], WANG and TRUESDELL (33]) we have 

o'¥ 
(5.12) u = p-FT oF 
where p denotes the actual mass density. For simplicity, the arguments will not be written 
down explicitly. It is always understood that within a material description all fields are 
defined over the Lagrangian coordinate X, while within a spatial one all fields are defined 
over the Eulerian coordinate x. Let E denote a suitable strain measure. By the chain rule 
we have 

(5.13) 
o'¥ OE T 

u = p--F oE oF 
Hence, the derivatives of the different strain measures relative to F are needed. In order 
to avoid a large amount of tensor operations we will take these derivatives with respect 
to Cartesian tensor components. We get 

(5.14) 

(5.15) 

(5.16) 

(5.17) 

(5.18) 

(5.19) 

(5.20) 

(5.21) 

oCiiloFrq = Frj8iq + Fri8jq, 

8Cii l 8Frq = Fjq8ri + Fiq8rj, 

Oc -llo D (F-lp-lp-1 p-1p-lp-1) ij Irq = - ir qk jk + jr ik qk ' 

Oc"' -1 10 D (F-lp-lp-1 p-1p-1p-1) ij r rq = - kr qi kj + ki kr qj ' 
8Uiii8Frq = Rri8qj, 

8Uiji8Frq = Rjq8ri, 

oui-/ I oFrq = - Fi-;. 1 Fq// Rkj' 

oui-/ I oFrq = -Fj;/ pq-/ Rik' 
....... 2 - "' ....... 

(5.22) oUij I oFrq - RiqUrj + RjqUri. 

Hereby we made use of the definitions of the strain tensors (3.21)-(3.28). 

REMARK 5.1. In deriving Eqs. (5.18)-(5.22) we made use of the considerations of 
Sec. 2. That is, the rotation tensor is treated as an independent variable which does not 
depend directly on F. This fact will be verified in the next section when the symmetry 
conditions of the stress tensors are discussed. Further in Eq. (5.22) the symmetry of U 
has been exploited. 
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By inserting these derivatives in Eq. (5.13) we arrive at the following relations: 

aw aw 
(5 .23) u = 2pF ac FT = pF oE FT , 

aw"' aw"' 
(5.24) = 2p ace= p aEc , 

"' aw "' "' aw "' 
(5.25) = 2pUa"' U = pU a"' U, 

U2 E 
aw aw 

(5 .26) = pR auFT = pR auFT, 
_,._ alfJ _,._()ljl 

(5.27) = pU au = pU aH: , 

(5.28) = -2pF-T aw F-1 = pF-T alfJ F-1 

Oc Oe ' 
~ 1 aw "' 1 aw 

(5.29) = -2pc- - = pc- -, ac ae 
aw aw 

(5.30) = -2pu auz u = pu ae u, 

aw -1 aw -1 
(5.31) = -pR auF = pR ail F , 

aw aw 
(5.32) = -p-u = p-u. 

8u oh 
The comparison with Eqs. ( 4.28)-( 4.38) shows further that the following relations hold: 

aw aw 
(5.33) [ = 2p ac = p aE , 

~ aw a ljJ 
(5.34) I: = 2p ac = P aE ' 

aw aw 
(5.35) >\ = -2p ac = p ae ' 

"' a ljJ a ljJ 
(5.36) ;\ = -2p Oc = pOe ' 

aw aw 
(5.37) Sym r = p au = p au , 

"' ()ljl aw 
(5.38) Sym r = p au = p aH: ' 

aw aw 
(5.39) Sym y = -p au = p ah , 

"' aw aw 
(5.33) Sym y = -p au = pail , 
with Sym denoting the symmetric part of a tensor. 

These equations ' serve as a definition for the dual variables: The derivative of the 
free energy function with respect to a strain tensor delivers its conjugate stress tensor. This 
definition is completely equivalent to that used by HILL [15], which rests on the material 
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derivetive of the free energy function. The latter is equal to the stress tensor times the 
material derivative of the dual strain tensor. In other words, equivalently to Eqs. (5.7) 
and (5.8) we can write 

(5.41) 

(5.42) 

(5.43) 

(5.44) 

(5.45) 

(5.46) 

ptP = r : u = r : iJ , 
=r:iJ=r:ii, 
= -11 2A : c = A : e , 
= -11 2~ : ~ = ~ : ~, 
= -y : ti = y : h ' 
= -y: ~ = y: h. 

Thus we have .[ and c or E, r and c or E, rand u or H, rand u or H etc. as dual 
variables. Note that only the symmetric parts of r, r, y and y are expressed by a free 
energy function. Their skew-symmetric parts are reactive stresses to be determined by 
the symmetry conditions of U and U, respectively. More about this in the next sec­
tion. 

We have also the important fact that the Almansi strain tensor has not the Cauchy 
tensor as a conjugate variable. In other words, the push-forward of two dual variables by 
¢ * does not define further dual variables, since the metric is not preserved. 

We note the following analogy. The Green strain tensor E is the dual variable of 1:, 
the pull-back of the Cauchy stress tensor (1: = <P*u). On the contrary, the Almansi strain 
tensor e, the push-forward of the Green strain tensor ( e = <P*E), is the dual variable of A, 
the push-fOJward of the rotated Cauchy stress tensor (A = ¢* u). . 

REMARK 5.1. In MARSDEN and HUGHES [19] the so-called spatial relations are gen­
erated from the material relations by pushing-forward the latter under F. An extensive 
application of this technique can be found in SIMO [30]. As shown in SANSOUR [25], this 
technique does not provide us with new physical relations suitable for a spatial formula­
tion. Moreover, the free energy is always understood as a function of the strain measures 
for which the material relation is formulated . A famous example is the Dayle-Ericksen 
formula. The push-forward of the relation .[ = paW (E) I 8E leads to the Doyle-Ericksen 
formula: u = p8 lfJ(¢*e)l8e (originally formulated in terms of g: u = 2palfJ(¢*g)lfJg). 
Physically, the Doyle-Ericksen formula is completely equivalent to u = Fl:FT, since the 
free energy is considered a function of E and not of e; accordingly, we will not adopt this 
technique here. 

5.2. The dual variable of the Cauchy stress tensor 

Now, what about u and u? To find their conjugate variable we rewrite Eq. (5.2) using 
Eq. (2.10)1 

(5.47) 

By the definition 

(5.48) 
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we have ptP = u : d and 

(5.49) 

Let E and [ be the dual strain tensors of u and u, respectively. We have now [ d, 
i = d, and 

(5.50) 

(5.51) 

E = R[RT' 

t = ~cuu-t + uT-liJT). 
2 

Thus the dual variables of u and u are given by solving the differential equation (5.51). If 
U is a diagonal tensor, that is R = 1 and U, U coincide with F, then [is immediately given 
to In U, which is defined in the usual sense (In U)ij = Ui8ij, no sum over i). This tensor 
is known as the Hencky strain (HENCKY [13], HILL [15], for a generalized definition of 
logarithmic strain measure we refer to HOGER [ 16]). On the other hand, the existence 
of two representations of the Cauchy stress tensor and of its isometric (rotated) tensor 
suggests the eXistence of two corresponding representations of their duals. That is, one 
may write for [once [ = YIJGI 0 GJ and once [ = Eijgi 0 gJ. In terms of Yu, the 
dual strains of the stresses E I J, the differential equation to be solved reads 

. 1 1 /( • 1 v . 
{ 5. 52) Y I J = 2 ( G ud U- ) n U nJ + G J I<. ( U- ) \ nUn I) . 

E ij, the dual strains to the stresses aij, are then given by the equation 

(5.53) Eij = UisG5 MYMNcNRujR 

which stands in analogy to Eq. (4.19)1. 

In the following we prove that for an arbitrary deformation the tensor [ and corre-
spondingly the tensor £ does not exist. 

PROPOSITION. The Cauchy stress tensor does not have any dual variable. 

Proof. If suffices to prove that Eq. (5.52) in the general case does not have solutions. 
From Eq. (5.52) it is clear that Y1 J can be considered as a function of UiJ. Hence, 

using 

(5.54) 
. 8Y1J . 

y IJ = {)UkL U kL, 

(5.52) can be converted in a partial differential equation resulting in 

(5.55) OY[J = ~(8fG JM(U-l)Mk + 8yG IM(U-l)Mk). 
aUkL 2 

The integrability condition of the last equation reads 

(5.56) 
aYIJ aYij 

~--~-- = ----~--
8UrsOUkL aUkLOUrs. 

With 

(5.57) 
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one gets at the end for (5 .56) the integrability condition 

(5.58) (U- 1)Mr (U- 1
)

5 k(8fGJM + 8JGI M ) 

-(U - 1)Mk(U- 1)Lr (8JGJM + 8}GIM) = 0. 

Since the components of U, as far as the symmetry is not violated, can be chosen arbitrary, 
the last equation cannot hold. As an example one chooses r = 1, i = 1, s = 1, k = 1, 
l = 2, j = 2. The condition then reads 

(5.59) Gu(U-I )u(u-t)u - G22(U -1)21(U-1)12 = 0 

which is in fact a restriction on the admissible deformations. As previously noted, the case 
when only diagonal terms are present is much simpler and Eq. (5.52) is easily integrated. 

This statement is in fact far reaching and will have considerable influence on the 
definition of objective rates in the subsequent discussions. Moreover, and since the result 
is surprising because of the very appealing physical meaning of the Cauchy stress tensor, 
many questions arise concerning the definition of the physical quantity termed stress. We 
believe that such questions cannot be answered without appealing to the micro-mechanical 
foundations of solid mechanics, aspects which lie beyond the scope of this paper. 

5.3. Conditions of duality under ¢. 

Before leaving this section we discuss briefly the following question. Given a stress 
tensor Z and its dual strain tensor Y defined in the reference configuration, that is Z = 
z i jGI 0 GJ , y = Yij G 1 0 G 1 , and tit= z ij . Yij· What are then the corresponding 
dual variables fo r ¢*Z and ¢* Y, respectively? The existence of such dual variables is 
connected with the fulfillment of certain conditions to be formulated next. 

The push-forward operation ¢* can be understood as a push-forward by U followed by 
a push-forward by R. Since transformations due to R preserve the duality, it suffices to 
consider transformations due to U. Let TJ be the stress tensor dual to U*(Y) and f3 be 
the strain tensor dual to U*(Z). By the invariance of q-, with respect to change of dual 
variables we have 

(5.60) 

(5.61) 

ptP = Z: Y = U*(Z): ~, 
= TJ : (U*(Y)). 

For the elaboration of the time derivative of a tensor of the form f3ijf,i 0 gJ we calculate 
first the time derivatives of the bases gi. Using Eq. (3.20)2 and by understanding (U- 1 ) 1 i 

as functions of ui J we get 

(5.62) 
_:._i 
g 

and hence 

(5.63) f3. _ ({3. j3 (U-I) Sm u· {3 (U-1)Smu· )-:-i --j - ij - m j i S - im jS g 0 g · 

With the last relation at hand, we can consider the two cases formulated in (5.60) and 
(5.61). 

CASE 1. The dual variable of U*(Z) 
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From Eqs. (5.60) and (5.63) we infer that for any Y being an appropriate function of 
U the following relation 

· · -1 Sm · -1 Sm · (5.64) Y ij = {3 ij - f3mj(U ) U iS - f3 im (U ) U jS 

has to hold. f3 is then given by solving this equation. As already seen in the case of the 
Cauchy stress tensor (Y = U2) a solution, and hence f3 must not exist. The case Y = U 
has been already considered. Equation (5.60) is up to the sign identical with Eq. (5.56)1 

and f3 turns out to be -u, that is f3 ij = - UiJ. Equation (5.64) is deary fulfilled. 

CASE 2. The dual variable of U*(Y) 
In this case f3 = U*(Y) is known, that is f3i j = Yij, and we are looking for the 

corresponding stress tensor 11· From Eq. (5.61) we infer that the equation · 
i . . i . . -1 sm· -1 sm · 

(5.65) Z 1 ·Yij=TJ 1(Y ·ij-Ymj (U ) U is -Yim(U ) U js ) 

has to hold. For Y being an appropriate function of U the time derivatives can be elimi­
nated to give 

(5.66) z ij oYij = 11ij ( O}'i j _ y; ·(U-l)Sm br: _ y;. (U -1) Sm 8r: ) 
oUrs ., oUrs mJ t tm 1 . 

The condition of existence of 11 reduces now to that of the invertibility of the bracketed 
expression on the right-hand side of Eq. (5.66) . A condition which is easier to fulfil than 
that of Case 1. 

5.4. Material and spatial descriptions 

In this subsection we give a justification for the classification of tensors we were employ­
ing. As already remarked in the introduction, any strain measure can be used irrespective 
of the kind of description one is adopting. Nevertheless, it is our concern to demonstrate 
that what we called tensors of the first type are well suited for a material (Lagrangian) 
description, whereas tensors of the second type are well suited for a spatial (Eulerian) 
description. 

The free energy function depends on the strain measures through their invariants and 
the invariants of their tensor products with possible structural tensors describing specific 
anisotropies of the body. Since the inclusion of anisotropies does not affect in any way 
our considerations, we keep it out focusing on isotropic free energy functions. We choose 
C as a representative of the tensors of the first type and c as a representative of those of 
the second type. 

The free energy is in both cases a function of the invariants 

(5.67) trC = 9ijG1J , trC2 = 9ij9ktGJKGIL, trC3 = 9ij9kt9mnGJK GMLG IN 

and 
3 G G G jk mt in tr C = I J K L M N 9 9 9 , 

respectively. We recall again that isometric tensors have the same invariants reflecting 
their physical equivalence. 

Now, within the material (Lagrangian) description the reference configuration is given, 
thus G 1J are a priori known, whereas gij are depending on the displacement field. gij 
are then given as the inverse matrix of 9ij and the expressions for them are in general 
extremely involved. Contrasting this, the actual configuration x and hence the actual 
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1 

metric 9 ij are a priori known within a spatial (Eulerian) description. G JJ, and hence 
G 1 J, are now depending on the displacement field with the latter necessitating inverse 
operations. 

Taking a look at Eqs. (5.67) and (5.68) together wit h the preceding remarks we con­
clude that what we called tensors of the first type are well suited for a material descriptions, 
and what we called tensors of the second type are well suited for a spatial description since 
inverse operations are avoided. Thus it is a matter of practicality to choose tensors of 
the second type within a spatial description and tensors of the first type within a material 
one, by no means the matter of theoretical considerations. 

6. The independent rotation field and the symmetry of the stress tensors 

In the last section, explicitly in deriving (5.18)-(5.22), as well as in Sec. 2 when defining 
flows on the configuration space, we made use of the fact that the rotation tensor R 
can be considered as an independent variable. This fact turns out to be essential in 
analyzing the structures of stress tensors as given in Eqs. (5.33)-(5.40). In this section 
we give a justification of our approach. A corner-stone in our considerations is that the 
classical continuum theory of simple materials can be achieved as a limit of a micro­
polar continuum (Cosserat continuum) with independent rotations. The limit case is 
characterized by, first, the fact that the micro-rotations coincide with the macro-rotations 
furnished by the polar decomposition of the deformation gradient, and second, the fact 
that the free energy function is assumed to depend on the stretch tensor alone. 

In addition, the question of the symmetry of the involved stress tensors is considered 
in this section as well. Here we consider the symmetry of the stress tensors generated 
using the components / i J. The symmetry of those stress tensors generated using the 
components a i j or LIJ has been already discussed in Remark 4.2. 

6.1. The restricted Cosserat continuum 

The equilibrium equations of simple materials read 

(6.1) 

(6.2) 

div u + f = 0, 

U = UT, 

where div denote the divergence operation with respect to the actual configuration. With 
the help of Eqs. ( 4.28) and ( 4.38) the equilibrium equations can be recast in terms of r 
to give 

(6.3) 

(6.4) 

Div(Rr) + f = 0 , 

urr = rur, u = ur . 

Here Div denote the divergence operation with respect to the reference configuration. 

We show now that these equations are recorvered by considering a restricted Cosserat 
continuum. Let Q E 50(3) denote the independent rotation field of the Cosserat con­
tinuum. By the relation QQT = 1 we have QTQ E so(3) as well as QTQ,i E so(3), 
so(3) being the tangent space of 50(3) at the identity consisting of the skew-symmetric 
tensors. Denoting the axial vectors of the skew-symmetric tensors QTQ, QTQ,i by wand 
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ki we have 

(6.5) QTQ · = -ek · 
,t t' 

where € denotes the three-dimensional Levi-Civita permutation tensor. 
The strain measures of the Cosserat continuum are then defined to be (ERINGEN [10]) 

( 6.6) U = QT F, K = - ki 0 G 1 . 

Correspondingly, the free energy is now a function of U and K. U is not symmetric any 
more and the stress and couple tensors are defined to be r = 81/J /8U and M = a 'lj; /8K. 
According to the first law of thermodynamics we have (inertia terms are suppressed) 

(6.7) J p¢ (u, K)dV = J (f · v + p · w) dV + J (t · v + m · w)dA , 
8 8 8 Bu 

where f, p denote the force and the couple acting within the body region denoted by B, t, 
m are the corresponding boundary terms, v the velocity field, and dV, dA the volume and 
the surface elements. Using classical methods, the integral statement can be transformed 
to differential equations governing the behaviour of the Cosserat continuum, details which 
we omit here since they are not important for our purposes. We emphasize again that in 
Eq. (6.7), both the displacements and the rotations have to be considered as independent 
fields. To pass to the classical simple continuum we restrict Eq. (6.7) to the following 
conditions: 7/J = 7/J (U), p = 0, m = 0, U = uT. Whereas the first three conditions 
can be directly fulfilled, the last one, the symmetry condition, is new. To account for, we 
include it with the help of a Lagrange multiplier in the functional (6.7). 

PROPOSITION. The functional 

J . J1 . ·T J1 T d (6.8) p 'lj;(U) dV - -11 : (U - U ) dV + -iJ : (U - U ) V 
B B 

2 
8 

2 

- f. f. v dV - f t · v dA = o . 
8 8 8u 

yields the equilibrium equations (6.3) and (6.4) as Euler-Lagrange equations. 

Proof. First we recall that 

(6.9) 

Using Eq. (6.6)t and noticing that 81/J I aU = sym r by the symmetry of u we get 

(6.10) f Sym r: (QT F + QTF) dV + f Skewfl : (QT F + QTF) dV 
8 8 

+ f !,; : (QTF - FT Q) dV - f f. v dV - f t · v dA = 0, 
8 

2 
8 88u 

which may be 'rewritten in the form 

(6.11) J T ·T J 1 . (Sym r + Skewfi)U : Q QdV + -Qr: F dV 
B 8 

2 

+ f !,; : (QTF- FTQ) dV- f f · vdV- f t · vdA = 0. 
8 

2 
8 8 8u 
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From Eq. (6.9) and using the fact that all velocities are arbitrary, and by identifying the 
skew-symmetric part of 11 with that of r we end up with the local statements 

(6.12) 

(6.13) 

(6 .14) 

Div(Qf) + f = 0 , 

ruT = symmetric , 

QT F- FT Q = 0 

and the corresponding boundary conditions. By Eq. (6.14) we have then Q = R (re­
member, R is determined by Eq. (2.18). That is, the micro-rotations coincide with the 
macro-rotations furnished by the polar decomposition of F. Hence the statement of t_he 
proposition. 

We conclude: 
1. Also in a classical theory the rotation field can be considered as an independent 

variable provided the symmetry of the stretch tensor is secured. The elaborated rotation 
field coincides then with that furnished by the polar decomposition theorem. 

2. The stress tensor rand, consequently, the corresponding family of stress tensors (r, 
y, y) are non-symmetric in general. Their symmetric part is expressed by the free energy 
function while the skew-symmetric part describes reactive stresses. 

The functional (6.8) is equivalent to formulations to be found in the literature con­
structed directly as weak forms of Eqs. (6.3) and (6.4) without referring to a Cosserat 
continuum (see ATLURI [2] , BUFLER (3]) . 

The above treatment is given for a general non-isotropic body. The special case of 
isotropy allows for a simpler treatment of the problem without regarding to a Lagrange 
multiplier. Moreover, the stress tensor turns out to be symmetric. As a by-product, we 
obtain a new variational statement. These aspects will be considered next. 

6.2. The case of isotropy 

In the following we assume that the free energy corresponding to the Cosserat con­
tinuum is given as an isotropic function of the stretch tensor alone and that no external 
couples are acting on the body. 

PROPOSITION. Consider the functional (6.7). Let 7/J (U) = 7/J (l , II, III) be any function 
of the invariants of U defined by 

(6 .15) I = tr U, II = tr U2
, III = trU3

. 

Let further m = 0, p = 0. The stress tensor r is then symmetric and the Cosserat continuum 
reduces to an isotropic non-polar one. 

Proof. The functional (6.7) has now the special form 

(6.16) j p~(I , II , III)dV- j f. vdV- j t · vdA = 0. 
B B 8 Bu 

It is clear that the Euler-Lagrange equations of this functional coincide with both equa­
tions (6.12), (6.13) with the fundamental difference that no symmetry conditions on U are 
a priori employed. The equations read 

( 6.17) Div ( Q i) lj; (I8~ ' III)) + f = 0 , 
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(6.18) 
fJ'lj;(l, II, III) T . 

fJU U = symmetnc . 

Making use of 

(6.19) 
fJI 
- =1 fJU , 

fJII T 
- =2U 
fJU ' 

(6.20) 

(6.21) 
fJIII ZT 
-=3U 
fJU ' 

we may obtain 

(6.22) 
fJ'lj;(I,II,III) {)'lj; 81 {)'lj;{)II {)'lj; 8111 T 

fJU = 8I fJU + {)II fJU + 8111 fJU = aol + al U + azU ' 

where a 0 , a 1 and a 2 are functions of the invariants I, II, III. Inserting Eq. (6.22) in Eq. 
(6.18) we obtain 

(6.23) T 2 zT 3 3T a 0(U-U )+a1(U -U )+az(U -U )=0 

resulting in 

(6.24) u = ur. 
Thar is, the stretch tensor is symmetric, hence the symmetry of the stress tensor r as 
claimed in the proposition. 

REMARK 6.1. Since U turns out to be symmetric, 'lj; (I, II, III) is a completely repre­
sented isotropic function of U. This does not hold for a non-symmetric U. Anyhow, the 
above proposition holds true if one is regarding 'ljJ from the very beginning as a complete 
isotropic function of a non-symmetric U and not only of the three invariants given by 
(6.15). A proof can be found in SANSOUR and BEDNARCZYK [27]. 

7. Objective rates and the case of anisotropy 

In this section we discuss different types of objective rates, . and look for a natural 
definition of an objective time derivative. 

Most of the rate-forms of the constitutive relations known in the literature relate an 
objective rate of the Cauchy tensor to the symmetric part of the velocity gradient d. Widely 
used are the Lie derivative, also known as the Oldroyd rate, and the Zaremba-Jaumann 
rate. Applied to u and e, the Lie derivative with respect to the velocity vector v reads 

(7.1) L,u = </>. (:t </>*u) = U- lu- ulT, 

(7.2) L,e = </>. (:t q,*e) = e- lu- ulT. 

The familiar Zaremba-Jaumann objective-rate will be denoted by :J and is to be under­
stood as a differential operator. It reads 

(7.3) :l(u) = u- Wu- uWT, 
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(7.4) .J(e) = e- Wa + aWT, 

where W = !(I - IT). 

Since d = Lvg = Lve we get 

(7.5) 

In the literature there are some attempts to consider those strain tensors as dual to a 
for which a relation of the type (7.5) exists (see e.g. HAUPT and TSAKMAKIS [12], LEHMAN 
et al. [18]). Anyhow, having the results of Sec. 5 in mind we can see that these definitions 
are by no means natural or useful. The fact that a relation of the type (7.5) exists, can 
not automatically produce integrability of a constitutive equation between Lva and Lve. 
These aspects have been discussed in detail by SANSOUR and BEDNARCZYK [26] where it 
was demonstrated that, for integrability, rate-type constitutive equations in terms of the 
Lie derivative has to fulfil certain restrictions; in terms of the Zaremba-J au mann rate, 
integrability is excluded at all. Further, relations of the type (7.5) are not unique in the 
sense that the Cauchy stress tensor can appear in conjunction with different strain tensors 
depending on the chosen objective rate. 

A further physically motivated restriction on objective stress rates is given by consider­
ing the decomposition of tensors in a deviatoric and a spherical part. It is physically· 
reasonable to claim that the objective rate of a deviator is also a deviator. 

We claim now that an objective rate should arise naturally, be integrable for a constant 
tangent operator, and be a deviator if applied to a deviator. In the following we show 
that such an objective rate in fact does exist for all stress and strain tensors (with the 
exception of the Cauchy stress tensor and its isometric tensor) with time derivative being 
non-objective. ' 

It is obvious that the same rates had to be chosen for the strain tensors and their stress 
duals. We begin with the tensors of the first type and observe (see Eqs. (3.21)-(3.36), 
( 4.24 )-( 4.34)) that the time derivative of the tensors C, E, U, H, r and r are trivially 

objective. The tensors c, E, U, H, [and rare taken relative to the rotated basis GJ. The 
following derivative, applied to a tensor C, is now motivated: 

(7.6) 

where we made use of Eq. (5.9). It coincides with the Lie derivative with respect to 
the tangent vector field QR ( w denotes the axial vector of il). The eXistence of such a 
tangent vector field, and hence the exist~nce of a corresponding flow, was discussed in 
Sec. 2. 

This derivative, which was proposed by GREEN and NAGHDI [11] in connection with 
the Cauchy stress tensor itself (see also DIENES [ 6]), defines in a completely natural way 
objective rates, since it eliminates that part given by the rotation of the basis. We have: 

(7.7) 
"' . ....... I "'J 

LwC = 9ijG ® G , etc. 

We turn now to discuss the tensors of the second type. Understanding them as the 
inverse of tensors of the first type we see immediately, that the time derivatives of the 
tensors c = c-t' e = !(g- c), u = u-t' and h = g- u are trivially objective. The same 

is also true for their stress duals ~ and y. 
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If we state that one and the same rate had to be chosen for a tensor and its inverse, 
we see that the derivative Lw is now a natural choice also for the tensors c = c-1

, 

e = !Cg - c), u = i)-l, and h = g - u. Thus this rate is also the natural choice 
for the stress duals ~ and .Y· It is easily verified if one observes the structure of the 
tensors as stated at the end of Sec. 3 and Sec. 4, Eqs. (3.53)-(3.60) and ( 4.40). For 
instance 

(7.8) 

We verify further an interesting property of Lw. Repeat that C = RCRT which we 
interpreted as the physical equivalence between C and C. Since the time derivative of 

C is trivially objective, the only meaningful rate for C is clearly LwC. We have then the 

isometric relation RCRT = LwC. Thus the relations t. = n:E and Lwf.. = nLwE, with 
n being the tangent operator and n being the corresponding isometric tangent operator, 
are physically equivalent. Now we suggest that the same must also be true for the inverse 
tensors. Since we have c = RCRT which again stress the physical equivalence of c and 
c, and if we conclude that c as the inverse of C is trivially objective, we see that the only 
meaningful rate preserving this equivalence in rate form is again L w. That is the relations 

Lw~ = 1r Lwe and~ = ir~ are physically equivalent, where 1r and ir are the corresponding 

isometric tangent operators. Moreover, it is easily verified that Lw'i.. is a deviator for l.. 
itself being a deviator. 

Our last argument lead even further. Is there any physical need to objective rates? 
Our answer is no, since all constitutive equations can always be defined equivalently in 
terms of tensors with time derivative being trivially objective. 

As stated in Sec. 5.2, the Cauchy stress tensor does not have any conjugate strain mea­
sure. Hence, there cannot exist any objective rate which may be considered as naturally 
arising. In fact, in view of this remark it is not surprising th&t all attempts to consider 
an objective rate for the Cauchy stress tensor had failed to give a physically satisfactory 
response as applied to theories of hypo-elasticity and elasto-plasticity. 

In formulating the free energy as a function of strain tensors with non objective 

rates, that is as a function of C, U, c, or u or correspondingly as a function of E, H, 
e, or h, it is implicitly incorporated that only isotropic material behaviour is considered . 
This is due to the fact that Eqs. (5.24), (5.27), (5.29), and (5.32) does allow only for 
isotropic solutions because of the symmetry of u. On the contrary, If! may be an arbitrary 
anisotropic function of strain tensors taken with respect to the basis Gi or gi, that is 
tensors with time rates being trivially objective. Hence, in the general anisotropic case 
the time rate of the strain tensors in Eqs. (5.8), (5.41), (5.43), and (5.45) must be re­
placed by the objective rate Lw since the free energy function is not formulated directly 
in terms of these tensors. As an example let us consider the Almansi strain tensor e. 
We have p,P = ~ : ~ = ~ : Lwe. The last equation corresponds to a free energy for­
mulated as If! (R* (e)). That is, from a thermodynamic point of view the active variable 
is e and not e (see also SANSOUR [25]). These remarks concerning the anisotropic case 
confirm further what we have already noted out: All physical relations can be equiv­
alently formulated by considering isometric tensors with time rates being trivially ob­
jective; these tensors allow, by their definition, for the incorporation of anisotropies as 
well. 
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