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Abstract: One of the crucial problems in the field of know-
ledge discovery is development of good interestingness measures for
evaluation of the discovered patterns. In this paper, we consider
quantitative, objective interestingness measures for "if. . . , then. . ."
association rules. We focus on three popular interestingness mea-
sures, namely rule interest function of Piatetsky-Shapiro, gain mea-
sure of Fukuda et al., and dependency factor used by Pawlak. We
verify whether they satisfy the valuable property M of monotonic de-
pendency on the number of objects satisfying or not the premise or
the conclusion of a rule, and property of hypothesis symmetry (HS).
Moreover, analytically and through experiments we show an inter-
esting relationship between those measures and two other commonly
used measures of rule support and anti-support.

Keywords: association rules, Piatetsky-Shapiro’s rule interest
function, gain measure, dependency factor, support, anti-support,
Pareto-optimal border.

1. Introduction

In data mining and knowledge discovery, the discovered knowledge patterns are
often expressed in the form of “ if. . . , then. . . ” rules. They are consequence
relations representing correlation, association, causation etc. between indepen-
dent and dependent attributes. If the division into independent and dependent
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