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Control and Cybernetics

vol. 37 (2008) No. 1Convergene diagnosis to stationary distribution inMCMC methods via atoms and renewal setsbyMaiej RomaniukSystems Researh Institute Polish Aademy of Sienes, ul. Newelska 6,01�447 Warszawa, Poland, e-mail: mroman�ibspan.waw.plAbstrat: MCMC setups are one of the best known methods foronduting omputer simulations useful in suh areas as statistis,physis, biology, et. However, to obtain appropriate solutions, theadditional onvergene diagnosis must be applied for Markov Chaintrajetory generated by the algorithm. We present the method fordealing with this problem based on features of so alled �seondary�hain (the hain with speially seleted state spae). The seondaryhain is reated from the initial hain by piking only some observa-tions onneted with atoms or renewal sets. In this paper we fouson �nding the moment when the simulated hain is lose enoughto the stationary distribution of the Markov hain. The disussedmethod has some appealing properties, like high degree of diagnosisautomation. Apart from theoretial lemmas and a more heuristiapproah, the examples of appliation are also provided.Keywords: onvergene diagnosis, Markov Chain Monte Carlo,Markov Property, atom, renewal set, renewal theory, automated di-agnosis of simulations1. IntrodutionThe end of the previous entury brought a olossal improvement in speed ofalulations. Beause of omputer development, the researhers ould buildmore omplex, more �real-life� models. The same applies for mathematis,statistis, physis and biology, where omputer simulations are widely used.One of the best known methods in omputer simulations are MCMC (MarkovChain Monte Carlo) algorithms, suessors of MC (Monte Carlo) approah (seeMetropolis et al., 1953; Metropolis and Ulam, 1949). They are ommonly usedin many pratial areas (see, e.g., Boos, Zhang, 2000; Booth, Sarkar, 1998;Bremaud, 1999, Douet et al., 2000; Gelfand et al., 1990; Gilks et al., 1997;Kass et al., 1998; Koronaki et al., 2005; Lasota, Niemiro, 2003; Li et al., 2000;Mehta et al., 2000; Robert, Casella, 2004; Romaniuk, 2003).
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