
Raport Badawczy 

Research Report 
RB/5/2016 

Three-dimensional thermo-visco­
elasticity with the Einstein-Debye 
(u3 + 0)-law for the specific heat. 

Global regular solvability 

I. Pawlow, W. M. Zaj~czkowski 

Instytut Badan Systemowych 
Polska Akademia Nauk 

Systems Research Institute 
Polish Academy of Sciences 



POLSKA AKADEMIA NAUK 

Instytut Badan Systemowych 

ul. Newelska 6 

01-44 7 Warszawa 

tel.: (+48) (22) 3810100 

fax: (+48) (22) 3810105 

Kierownik Zakladu zglaszajqcy pracy: 
Prof. dr hab. inz. Antoni .Zochowski 

Warszawa 2016 



Three-dimensional thermo-visco-elasticity 
with the Einstein-De bye ( 03 + 0)-law for the 

specific heat. Global regular solvability 

Irena Pawlow1•3 and Wojciech M. Zaj~czkowski2•3 

1 Systems Research Institute, Polish Academy of Sciences , 
Newelska 6, 01-447 Warsaw, Poland 

e-rnail:pawlow@ibspan.waw.pl 
2 Institute of Ivfathematics, Polish Academy of Sciences, 

Sniadeckich 8, 00-956 Warsaw, Poland 
e-mail:wz@impan.gov.pl 

3 Institute of Mathematics and Cryptology, Cybernetics Faculty, 
Military University of Technology, 

S. Kaliskiego 2, 00-908 Warsaw, Poland 

Abstract 

A three-dimensional thermo-visco-elastic system for Kelvin-Voigt 
type material at small strain is considered. The system involves con­
stant heat conductivity and the specific heat satisfying the Einstein­
Debye (03 + 0)-law. Such nonlinear law, relevant at relatively low 
temperatures, represents the main novelty of the paper. The exis­
tence of global regular solutions is proved without small data as­
sumption. The crucial part of the proof is the strictly positive lower 
bound on the absolute temperature 0. In case of the Debye 03-law 
this still remains an unsolved problem. 
The existence of local in time solution is proved by the Banach suc­
cessive approximations method. The global a priori estimates are 
derived with the help of the theory of anisotropic Sobolev spaces 
with a mixed norm. Such estimates allow to extend the local solu­
tion step by step in time. 
AMS subject classification, Primary, 74B2O, 35K5O; Secondary, 
35Q71, 74FO5 
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1 Introduction 

The aim. In this paper we study three-dimensional (3-D) thenno-visco­
elastic system at small strains with constant heat conductivity k > 0, and 
specific heat (heat capacity) c(0) satisfying the Einstein-Debye (03 + 0)­
law, c(0) = ct03 + c~0, where 0 > 0 is the absolute temperature and c~, c~ 
positive constants. The system describes homogeneous, isotropic, linearly 
responding materials in the Kelvin-Voigt rheology at relatively low temper­
atures 0 « 0D, below the Debye temperature 0D, According to the Debye 
theory the specific heat c depends on 0 / 0 D with 0 D as scaling factor for 
different materials (known for most materials , see e.g., the monograph by 
Kittel [16]). 

The present paper continues our previous studies [23] , [24] , where we 
addressed global regular solvability of thermo-visco-elastic systems with the 
specific heat of the forms c( 0) = cv0, Cv = const > 0 in [23], and c( 0) = cv0u, 
er E ( ½, 1] in [24]. Such forms of c( 0) are relevant at very low temperature 
below the range where the Debye law c(0) = c11 03 is appropriate. 

The Einstein-Debye (03 + 0)-law combining the Einstein 0-law and the 
Debye 03-law is typical for metals at low temperatures at which electron 
contribution becomes significant. 

Prior to discussing mathematical motivations and pointing out the asso­
ciated technical difficoulties for this type of problems, let us add few physical 
comments (for more details see section 2). 

Specific heat has a weak temperature dependence at high temperatures 
0 » 0D above the Debye temperature 0D, but decreases down to zero as 
0 approaches 0. The constant value of the specific heat of many solids 
is usually referred to as Dulong-Petit law. In 1819 Dulong and Petit [26] 
found experimentally that for many solids at room temperature specific heat 
is constant. 

At this point it is important to emphasize that the global solvability 
of 3-D thermo-visco-elastic system with constant heat conductivity k and 
constant specific heat c is in spite of great effort through many decades still 
open in dimensions n ;;, 2. In dimension n = 1 it was established already at 
the beginning of ninetieth of the last century by Slemrod [31], Dafennos [6], 
and Defermos and Hsiao [7] . . For detailed references concerning solvability 
of thermo-visco-elastic systems we refer to Roubicek [27], [28], [29], author's 
papers [23], [24], and the recent review paper by Zvyagin and Orlov [34]. 
All known results on multidimensional thermo-visco-elasticity deal with a 
modified energy equation. l\lfodifications involve either nonconstant specific 
heat or nonconstant heat conductivity. In view of the Einstein and the De­
bye theories it seems natural to consider thermo-visco-elastic systems with 
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nonlinear temperature-dependent specific hat. Our primary mathematical 
goal in this paper was to admit the Debye 03-law, c(0) = c,,03 . To our best 
knowledge such problem has not been so far addressed in mathematical lit­
erature. Unfortunately, in the case of the 0:i_law we have been faced with 
a serious mathematical obstacle to prove strictly positive lower bound for 
the absolute temperature. We have managed to prove this after adding a 
linear (possibly small) term c;0, c; = const > 0. In other words, we have 
assumed the Einstein-Debye (03 + 0)-law, c(0) = ct03 + c;0. Having proved 
the strict positivity of 0 the existence of global regular solutions to the 
thermo-visco-elastic system can be concluded by using similar arguments 
as in [24] . These arguments, based on the idea of successive improvement 
of energy estimates by the application of the theory of anisotripic Sobolev 
spaces with a mixed norm, indicate that the main role plays just the term 
ct03 . Therefore, all considerations could be repeated provided the lower 
bound for 0 is established. 

Finally, let us remark that apart from the mathematical issues the sys­
tem under cosideration may be of some practical interest in the cryogenic 
engineering problems where one needs to understand and characterize the 
behaviour of various materials on the basis of the mathematical model and 
recorded materials properties. 
Thermo-visco-elastic system. The system under consideration has the 
following form 

(1.1) Utt - \/ · [A1ct + A2(c - 0a)] = b in 0,T := f2 X (0, T), 

(1.2) 

where 

and et, c;, k are positive constants. 
Here n c IR3 is a bounded domain occupied by a body in a fixed reference 
configuration, and (0, T) is the time interval. The system is completed by 
appropriate boundary and initial conditions. We assume 

(1.3) u = 0, n · \10 = 0 on sr := S x (0 , T), 

(1.4) 

where S is the boundary of n and n is the unit outward normal to S . 
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The field u : 07 • IR3 is the displacement, 0 : 07 • IR+ = (0, oo) 
is the absolute temperature, the second order tensors c: = (c;_iki=I,2 ,3 and 
Et = ((c1);j);,j=l,2,3 denote, respectively, the fields of the linearized strain 
and the strain rate. 

Equation (1.1) is the linear momentum balance with the stress tensor 
given by a linear thermo-visco-elastic law of the Kelvin-Voigt type ( cf. [10 , 
Chapter 5.4]) 

S = A1c:t + Ajc: - Ba). 

The fourth order tensors A1 = ((A1)ijkl);,j,k,l=l,2,3 and 
A2 = ((A2)ijkl)i,j,k,l=I,2,3 are, respectively, the linear viscosity and the elas­
ticity tensors, defined by 

(1.5) 

where )..1 , ;1. 1 are the viscosity constants and )..2 , µ2 are the Lame constants, 
both ).. 1 , µ 1 and )..2 , µ2 with the values within the elasticity range 

(1.6) µm > 0, 3)..rn + 2µm > 0, m = 1, 2, 

I = ( O;j )i,j=I,2,3 is the identity tensor, and trc: denotes the trace of c:. 

The second order symmetric tensor a = ( O'ij )i,j=I,2,3 with constant en­
tries a;i represents the thermal expansion. The vector field b : nr • IR3 is 
the external body force. 

Equation (1.2) is the energy balance in which the linear Fourier law for 
the heat flux q = -kV0 with constant heat conducitity k > 0, and the 
Einstein-Debye law for the specific heat, c(0) = c!B3 + c~B , with constant 
c!, c~ > 0, have been adopted. 
The first two nonlinear terms on the right-hand side of (1.2) represent heat 
sources created by the deformation of the material due to thermal expansion 
and by the viscosity. The field g : 07 • IR is the external heat source. The 
boundary conditions in (1.3) mean that the body is fixed at the boundary 
S and is there thermally isolated. The initial conditions (1.4) prescribe 
displacement, velocity and temperature at t = 0. 

We remark that since our main goal is to focus on the existence of global 
regular solutions we have assumed the simplest homogeneous boundary con­
ditions (1.3). However, with some additional technical complications, other 
types of nonhomogeneous boundary conditions can be considered as well. 

The system ( 1.1 )- ( 1. 2) can be derived by various arguments of ther­
modynamics, see e.g., [13], [21], [27], [3] . In section 2 we summarize its 
thermodynamic basis. As a main point we emphasise there the Debye and 
the Einstein-Debye laws of the specific heat. 
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Above and hereafter the summation convention over the repeated indices 
is used. Vectors (tensors of the first order), tensors of the second order 
( referred to simply as tensors), and tensors of higher order are denoted 
by bold letters. A dot designates the scalar product, irrespective of the 
space in question, e.g., for u = (u;);=1,2,a, v = (v;);=1,2,3, S = (S;j)i,j=I,2,a, 

R = (R;j)i,j=I,2,3, A = (A;jkl);,j,k,l=I,2,3, c: = (c:ij)i,j= I,2,3, we have 

Ac: = (A;jk/Cklki=l,2,3, (Ac:)·£= AijklCk/Cij, 

where the summation convention is used. 
The term field signifies a function of a material point x E IR3 and time t. 

For convenience we use the notation u 1 (instead of u) for the material time 
derivative of the field u (with respect tot holding x fixed). The operators V 
and V· denote the material gradient and the divergence (with respect to x 

holding t fixed). For the divergence we use the convention of the contraction 
over the last index, e.g., 

V ·(Ac:)= (/ . (AijklEk1)) , 
XJ i=l,2,3 

We write 

8J df 
f,; = Bx;' i = 1,2,3, ft= dt' £ - (c · ·)' · I 2 3 - 'l,J 1,J= I I I 

F,,(c:, 0) = ( 8~~; 0)) i,j=l, ... ,3' 
F ( 0) = 8F(c:,0) 

,o c:, 80 ' 

where space and time derivatives are material. 
For simplicity, whenever there is no danger of confusion, we omit arguments 
(c:, 0) of function f(c:, 0). The specification of tensor indices is omitted as 
well. For vector b = (b;)i=l,2,3 and tensor B = (B;j)i,j=l, 2,3 we denote 

Linear elasticity and viscosity operators. For further analysis it is 
convenient to formulate problem (1.1)- (1.4) in terms of the linear viscosity 
and elasticity operators, Q1 and Q2 , defined by 
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For notational simplicity we introduce also the second order symmetric ten­
sor B = (Bii) defined by 

(1.8) 

Then system (1.1)- (1.2) takes the form 

Utt - Q1u1 = Q2u + V · (0B) + b in D7, 
(1.9) 

(ct03 + c~0)0t - kt::.O = 0B · £1 + (A1£1) ·et+ g in D7 , 

with boundary and initial conditions (1.3), (1.4). 
Assumptions and their implications. Throughout we shall assume that 

{Al) 0 c R3 is a bounded domain with the boundary S of class at least 
C 2 ; T > 0 is an arbitrary finite number; 

(A2) a= (a;j)i,j=l,2,3 is a second order symmetric tensor with constant 
entries O'.;j; 

(A3) The fourth order tensors A 1 and A2 are defined by (1.5) with the 
coefficients µm, Am, m = 1, 2, satisfying (1.6). 

We list the implications of assumption (A3) which are used in further 
analysis. The conditions (1.5), (1.6) ensure the symmetry of tensors Am 

(1.10) (Am)ijkl = (Am)jikl = (Am)klij, m = 1, 2, 

and their coercivity and boundedness 

(1.11) 

where 

Moreover, (1.6) ensures the following properties of operators Qn,, m = 1, 2: 

• Qm are strongly elliptic (property holding true under weaker assump­
tion µm > 0, Am+ 2µm > 0, (see [25, section 7])) and satisfy the 
estimate (see [20, Lemma 3.2]): 

with positive constants Cm depending on D. Since clearly, 

IIQmullL2(rl) ::; CmlluliH2(rJ), Cm > 0, 

it follows that the norms IIQmu/lL2(rJ) and l/ul/H2(n) are equivalent on 
D(Qm)· 
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• The operators Qm are self-adjoint on D( Qm): 
(1.13) 

(Qmu, v)L2(n) = -µm('Vu, Vv)£2(n) - (Am -1- µm)(V · u, 'V · v)L2 (n) 

= (u,Qmv)L 2 (fl) for u ,v E D(Qm). 

• The operators - Qm are positive on D(Qm): 

(1.14) 
(-Qmu , u)L2(fl) = µmllVulli2(n) +(Am+ µm)IIV · uiiL(n) 

2 0 for u E D(Qm). 

Hence, there exist fractional powers Q~2 with the domains D( Q~2 ) = 
H6(/J), satisfying 

(1.15) 
( 1/2 1/2 ) _ (- ) _ ( _ ) Qm u, Qm v L2(fl) - Qmu, V l,2(fl) - u, Qmv L2(f1) 

for u,vED(Qm). 

Let us also notice that by (1.ll) and the Korn inequality 

(1.16) d112 llullH'(fl) :S: lie(u)IIL2 (n) for u E H6(D,), d > 0, 

it follows that 
(1.17) 

IIQ~(2ull;,2(n) = µmllVulli2(n) -j- (>-m -j- µm)IIV 'u llL(n) 

= (Ame(u), e(u))L2(f1) 2 am.lle(u)ll;,,(n) 2 am.dl/ul/;1 ,(n)· 

Thus, the norms IIQ~,{2ullL2 (n) and llullH' (n) are equivalent on D(Q~(2). 

Main result. This result is analogous to that proved in [24]. 

Theorem 1.1 (existence). Let the assumptions (A1)-(A3) formulated above 
be satisfied, and 

T T 2 b E Lw+(D ) nLs,12(D ), uo E W 5+(D,), 
2-2;s+ . 

u1 E B 5+,s + (D), g E Ls+(O ,T,L=(D)), g 2 0, 

I ( ) 2-2/5+ ( ) ( ) 00 EH D, n B5+,s+ D n L= D, , 0o 2 Q > 0, 

where Q is a constant. Then there exists a global solution to problem ( 1.1 )­
(1. 4) such that 

E W 2 '1 (DT) and 0 E W2' 1 (DT) Ut 5+ 5+ ' 
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where 5+ ia any number larger than 5 but close to 5. The spaces used above 
are defined in section 3. Moreover, 

0(t) ~ Qexp( - at) = 0,(t) for t ~ T, 

where a is a positive constant given by a= 2 1.8 i , 2}. a1 ... mm Cv,Cu 

Plan of the paper. In section 2 we present the thermodynamic basis 
of system (1.1)- (1.2). In section 3 we define spaces used in this paper, in 
particular the anisotropic Sobolev spaces with a mixed norm. We recall the 
corresponding imbeddings and interpolations as well as the trace and the 
inverse trace theorems for the Sobolev-Slobodetskii spaces with a mixed 
norm. Ivioreover, we present auxiliary results on the solvability of linear 
parabolic initial-boundary value problems in such spaces. Section 4 is de­
voted to the proof of a global positive infimum of temperature. In section 
5, applying the Banach method of successive approximations, we state the 
local existence of solutions such that ut E w;.;_1 (D1) and 0 E w;_;.1 (Dt), where 
t > 0 is sufficiently small. In the proof we can use exactly the same argu­
ments as in [24, section 5]. In section 6 we derive a priori global estimates 
such that u 1 E w;_;.1(D1) and 0 E w;.;_1(01) where t > O is arbitrary finite. 
In this case the derivation is much shorter than in [24]. 
Combining the results of sections 5 and 6 in section 7 we conclude the global 
existence of solutions. 

2 Thermodynamic basis 

We recall (see [23], [2,1]) the thermodynamic basis of the thermo-visco-elastic 
system (1.1)-(1.2) with the special emphasis on the Debye 03-law and the 
Einstein-Debye ( 03 + 0)-law of the specific heat. 

The system (1.1)-(1.2) represents the local forms of the balance laws for 
the linear momentum and the internal energy in a referential description, 
with the referential mass density assumed constant, normalized to unity, 
(!o = 1: 

(2 .1) 
Utt- 'v · S = b, 

Ct + \J . q - S. Et = g. 

Here S is the stress tensor, q is the referential heat flux, and e is the specific 
internal energy. 

The system is governed by two thermodynamic potentials. The first one 
is the specific free energy f = J(e:, 0) which by a thermodynamic require­
ment is strictly concave with respect to 0 > 0 for all e. The second one 
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is the dissipation potential V = V(et, VB; e, 0), which by a thermodynamic 
requirement is nonnegative, convex in (et, VB) - variables and such that 
V(O, O; e, 0) = 0 for all (e, 0). In [14], [3] Vis referred to as pseudopotentiaI 
of dissipation. 
The free energy. For system (1.1)- (1.2) it has the form 

(2.2) J(e, 0) = J,(0) -1- W(e, 0), 

where 

(2.3) 
1 2 

J.(0) = -~;01 - ;02 , ct,c~ = const > 0, 

is the thermal (caloric) energy associated with the Einstein-Debye law of 
the specific heat. The case c~ = 0 corresponds to the Debye law. We point 
out that the form (2.3) is relevant at low temperature range; see comments 
below. 

The second term in (2.2) represents the elastic energy 

(2.4) 

1 02 

W(e, 0) = 2(e - fo) · A2(e - fo) - 2 a · (A2a) 

1 
= 2e · (A2e) - Be· (A2a). 

We remind that A 2 stands for the fomth order elasticity tensor given by 
(1.5), and a for the second order thermal expansion tensor. In case of 
isotropic material 

(2.5) a= al, 

where a > 0 is the thermal dilatability coefficient, and I = ( 5ij) is the unit 
matrix. Thus, in isotropic case the thermal expansion contribution to the 
elastic energy (2.4) reduces to 

(2.6) 

According to the thermodynamic Gibbs relations, the entropy T/, the internal 
energy e and the specific heat c a.re related to the free energy f by the 
equations 

(2.7) TJ = -J,o, e = J + BT), c = e,/J = 0TJ,e = -0!,oo-

For free energy (2.2) this yields 

T) = - f,9(e, 0) = T).(0) + e · (A2a), 

(2.8) 
1 

e = J(e,0) -1- 0TJ(e,B) = e,(0) -1- 2e · (A2e), 

c = e,e(e , B) = c,(0), 
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where the thermal free energy f. is given by (2.3) and the associated entropy, 
internal energy and specific heat are 

1 

T).(0) = -f.,0 = ~03 + c~0, 

(2.9) 1 2 

e.(0) = f.(0) + 0T).(0) = ?04 + ;02 , 

c.(0) = e.,0 = c;O3 + c~0, 

which according to (2.1)2 and (2.8)3 gives rise to the term (c~O3 + c~0)0t in 
energy equation (1.2). 
Remarks on the theories of spcific heat. There exists extensive liter­
ature in solid state physics on the theories of specific heat (see, e.g., [2], [5], 
[16], [19], [30], [12]). It seems to be of interest to compile some basic facts 
on the four well-known models of the specific heat: 

• - the classical Dulong-Petit model (1819) [26]; 

• - the quantum mechanical Einstein model (1907) [11]; 

• - the Debye model (1912) [8] expanding the Einstein model; 

• - the Einstein-Debye model for metals at low temperatures. 

In the Dulong-Petit model the specific heat is constant. It is known to 
show poor agreement with experiment except at high temperatures. The 
Einstein model yields good agreement with experiment at very high and 
very low temperatures, but not inbetween. The Debye theory provides more 
accourate model. The thermal energy expression from the Debye theory of 
specific heat is of the form (in our notation) 

Oo/0 
04 J x3 

e.(0) = c03 1 dx, 
D exp:r: -

(2.10) 

0 

where 0D is the Debye temperature and c a positive physical constant. Thus, 
the Debye specific heat is the function of the ratio,;= 0/00 , given by 

(2.11) c.(0) = e.,0 = cD(0~), 

where 

1/~ 

(2.12) D(O = 4e J l dx - l 
exp x - 1 ,;(exp 1/,; - 1) 

0 
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is known as the Debye specific heat function. Even though the integral in 
(2.10) and (2.12) cannot be evaluated in closed form, the low and high 
temperature limits can be assessed. 

For the high temperature case where 0 » 0n, the value of x is very small 
throughout the range of integral. This justifies using the apprximation to 
the exponential by the exponentia.l series exp 3". 1 + x. This reduces the 
energy expression (2.10) to (see, e.g., [30, Chapter 7]) 

(2.13) 
04 

e.(0) = ce3 
D 

Hence, in this case 

(2.14) 

Bo/0 

I -04 (0 ) 3 
-2 C D C 

x dx = 3 01 B = l · 
0 

c 
c.(0) = e.,a = 3, 

which yields the constant Dulong-Petit specific heat . 
For low temperatures where 0 « 0n, the exponential in the denominator 

becomes very large before reaching the limit, implying that the integrand 
in (2.10) is very small near the upper limit. This makes it plausible to 
approximate the integral by increasing the limit to infinity to make use of 
the standard integral 

00 

----dx=-. I x3 n4 

expx-1 15 
0 

Then the energy becomes 

(2.15) 

so that the corresponding specific heat is 

(2.16) c.(0) = e.,o = c1 ( 0:) 
3

, where 

This yields the Debye 03 -law for the specific heat (see e.g., [2, section 4.3]) . 
This 03-form of the specific heat at low temperatures is known to agree with 
experiment for nonmetals. For metals the electronic specific heat becomes 
significant at low temperatures and results in the additional linear term in 
0 

(2.17) c2 = const > 0. 
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Such form of the specific heat is referred to as the Einstein-Debye specific 
heat. The 03 term arises from lattice vibrations, and the linear term from 
electrons conduction. The Einstein contribution c20 becomes dominating 
at very low temperatures. 
The dissipation potential. For system (1.1)- (1.2) it has the form (see, 
e.g., [23]) 

(2 .18) 

where A1 is the fourth order viscosity tensor given by (1.5), and k > 0 is 
the constant heat conductivity. 

As a consequence of the second law of thermodynamics expressed by the 
Clausius-Duhem inequality, the stress tensor S and the heat flux q satisfy 
the following relations (see e.g., [21]) 

(2.19) 
of 8D 

s = -;:i--+0~, 
ue uet 

8D 
q = {)'yl. 

0 

For .f defined by (2 .2)-(2.4) and D by (2.18) the formulas (2.19) yield the 
standard forms of the stress tensor and the heat flux 

(2.20) 

The relations (2.20) show that the stress tensor Sis composed of two terms: 
the nondissipative elastic term determined by f and the dissipative one 
determined by D. The dissipative heat flux q is entirely determined by D. 

Inserting the relations (2.8)2, (2.9)2 and (2.20) into balance laws (2.1) 
we arrive at the thermo-visco-elastic system (1.1)- (1.2). 

The system (1.1)- (1.2) complies with the Clattsius-Duhem inequality 

(2.21) 
q g 

7/t + 'v. 0 2 0· 

To see this (formally) let us note that on account of the identity 

(2 .22) 
of 

et= (J + 077)t = ft+ 0t7/ + 07/t = 07/t + oc: · et, 

along with the relation (2.19)i, the energy balance (2.1)2 admits the form 

(2.23) 
BD 

07/t + 'v · q = 0~ · et + g. 
Uet 
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For V defined by (2.18) this leads to the following equivalent form of (1.2) 

(2.24) 

Let us also note that assuming 0 > 0 and using the relation (2.19)2 , equation 
(2.23) may be expressed as 

(2.25) 

where 

q g 
T/t +V•-=a-+-0 0' 

(2.26) fJV l fJV I 11 2 1 a-:= -- · V- + - ·et= k02 V- + -(A1et) · et 2 0 
fJV! 0 8et 0 0 

is the specific entropy production. Hence, the Clausius-Duhem inequality 
follows. This inequality together with the positive lower bound for tem­
perature constitute the basis of energy estimates in the existence proof, see 
sections 4- 6. 

3 Notation and auxiliary results 

For readers convenience this section recalls basic facts from [24, section 3] 
and adds new ones. 
Notation. Let n c lR", n 2 1, be a domain in lR" with boundary S. 
Let D7 = n x (0, T), S1' = S x (0, T) with T > 0 finite. By W;'(f2), 
k E NU {O} = N0 , p E [1 ,oo), we denote the Sobolev space with the finite 
norm 

llullw;(n) = ( L / IDiulPdx) I/p' 

lal'.okn 

where a = (a1, · · · , an) is a multi-index, a; E No, !al = ll'.1 + ll'.2 +···an, 
D':, = 8';11 • • • fJ';~•. Let Hk(O) = WJ'(O). 
Next, we introduce anisotropic Lebesgue spaces 
Lp,po(OT) = Lp0 (0,T;Lp(D)), P,Po E [1,oo], with the finite norm 

lvioreover, W/;,'/:/2 (f21'), k, k/2 E N0 , p,p0 E [1, oo] are Sobolev spaces with 
a mixed norm, which are the completion of C 00 (f21')-functions under the 
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finite norm 

1: ' Po/p 1/po 

llullw;,~c{'(W> = (/ ( L j ID:afulPdx) dt) . 
0 [a[+2a~k n 

By vv;,;t2(nr), s E lR+, p,p0 E [1,oo], we denote the Sobolev-Slobodetskii 
space with the finite norm 

llullw,~::b'(W) = L IID:atullLP,Po(W) 
ial+2a~is] 

T 

+ [! (ff ~ ID~afu(x , t) - Di,afu(x', t)IP dxdx')Po!P dt] 1/po 

L.., Ix - x'ln+p(s-lsl) 
0 n n [a[+2a=[s] 
T T [ff(! ~ ID~afu(x,t)-Diatu(x,t'Wdx)Po/Pdtdt']l/po 

+ L.., It_ t'll+p(s/2-ls/21) ' 
o o n faf+2a=i•I 

where a E N0 and [s] is the integer part of s. 
For s odd the one before last term in the above norm vanishes whereas for 
s even the two last terms vanish. 

We use also the notation Lp(DT) = Lp,p(nr), w;·••l2(QT) = 1,v;,;12(nr), 
and so on. 

By B~,P0 (D), l E lR+, p,p0 E [1, oo) we denote the Besov space of func­
tions making the following norm finite 

( 
n 

00 116..?'(h, n)at; ulli:(n) ) I/po 

llullsb,vo(n) = l!ul!L.(O) + L J hl+(l- k)Po dh , 
i=l 0 

where k E N0 , m EN, m > l - k > 0, 6..{(h ,D)u, j EN, h E lR+, is the 
finite difference of the order j of the function u(x) with respect to x;, with 
6..I(h, D)u = 6..;(h , D)u = u(x1, ... , X;-1, x;+h, Xi+I, ... , Xn)-u(x1, ... , Xn), 

. . I . 
6..i(h , D)u = 6..;(h , !1)6..;- (h, D)u and 6..i(h , D)u = 0 for x + jh (/. D. 

From Golovkin [15] it is known that the norms of the Besov space 
B~,Po (!l) are equivalent for different m and k satisfying the condition m > 
l- k > 0. 

By ca,a/2 (nr), a: E (0, 1) , we denote the anisotropic Holder space of 
functions making the following norm finite 

II II I I lu(x', t) - u(x", t)I 
U ca,a/2(f1T) = s~r u(x, t) -f- ),~\t Ix' _ x"I"' 

lu(x, t') - u(x, t")I + sup ----,-----,.......,.,-~ 
• 1 11 It' - t"l"'/2 x,t it 
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By 6 we denote a small positive number, and by c a generic positive 
constant which changes its value from formula to formula. and depends at 
most on the imbedding constants, constants of the considered problem, and 
the regularity of the boundary. 

By <p = <p(cr1, .. . , erk), k E N, we denote a generic function which is a 
positive increasing function of its arguments cr1 , .•. , erk, and may change its 
form from formula. to formula. 

Boldface L, W, B are used for the corresponding spaces of vector and 
tensor valued functions. 
Auxiliary results. We use the following interpolation lemma 

Lemma 3.1. (see [l, Chapter 4, section 18]) Let u E w;,;{2(D.r), s E lR+, 
P,Po E [1 , oo], D. C 1R3 • Let er E lR+ U {0}, and 

3 2 3 2 
x = - + - - - - - + /a/ + 2a + er < s. 

P Po q qo 

Then niafu E \.,v;,;;:/2 (D.r), q ~ p, q0 ~ p0 , and there exists E: E (0, 1) s1tch 
that 

11n;a~ullw,~;;r/2(flT) ~ c•-x11ullw;:;b2(nT) + cCxllul/Lp,po(flT)· 

As a special case of Lemma. 3.1 we need 

Lemma 3.2. (see [1 , Chapter 4, section 18]) Let u E 1--v;(n), s E lR+, 
p E [l , oo], D, C JR3 . Let er E lR+ U {0}, and 

3 3 
X = - - - + /a/ + CT < S. 

p q 

Then ni·u E w;(D.), q ~ p, and there ex·ists E: E (0, 1) such that 

IID~ullw,r(n) ~ E:s-x llul/w3(n) + Cc-xl/ullLp(n)• 

We also need the following interpolation result 

Lemma 3.3. (see [l, Chapter 3, section 15]) Assume that u E l-V~2 (D.) n 
Lp1 (D.) 1 D. c 1R3 , and 

3 3 ( 3 ) - - r = (1- 0)- + 0 - - l . 
p PI P2 

Then there exists a constant c such that 

L IID;ullLp(n) ~ cllul/f.vJ2 (nJllul/l~:(n)" 
lcrl=r 
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We recall from [4] the trace and the inverse trace theorems for Sobolev­
Slobodetskii spaces with a mixed norm 

Lemma 3.4. (i) Let u E w;,ti2 (nr), s E IR+, s > 2/p0 , p,p0 E (1,oo). 

Then u(x, to)= u(x, t)lt=to for t0 E [O, T] belongs to B;;;!Po(n), and 

llu(•, to)ll 3 ,-21Po(n) s; cllv,llw•·•/2(flT)' 
P,Po P,Po 

where constant c does not depend on u. 

(ii) For a given u E B;;;1P0 (n), s E IR+ , s > 2/p0 , p,p0 E (1,oo), there 
exists a function u E w;,ti2 (nr) such that ult=to = u for t0 E [O, T], and 

llv,11 w•·•/2(fl1') s; cl/ull s•-2/Po(n)' 
P,Po P,Po 

where constant c does not depend on u, 

Lemma 3.5 (see [1, Chapter 3, section 10.4 and Chapter 4, section 18]). 

Let u E \1V;,:t 2(DT), s E IR+, p ,p0 E (1,oo), DC lR3 . Let a E IR+, and 

3 2 
X = - + - + (J < S. 

P Po 

Then forts; T, u E C"•"l2 (Dt), and 

llu/lca,a/2(n') s; c:•-"Jlullw;;;t'(nt) + ec-"llul1Lp,p0 (fl')· 

Lemma 3.6 (imbedding between Besov spaces [1, Chapter 3, section 18]). 
Let u E B;.1-://'2 (D). Then u E E~' -,z/r;(D), D c 1R3 , if 

rl ,r2 

where 

3 2 3 2 I 
-+-----+a<a 
r I r2 r~ r; - ' 

r~ ~ ri, i = 1, 2, and a ~ a', 

Let us consider the problem 

(3.1) 

where n C IR3 and 

ut - Qu = f in nr, 

u = 0 

ult=O = uo 

on sr, 
in D, 

Qu = µflu+ v'v('v, u) 

withµ > 0, v > 0. Let us notice that Q replaces Q1, soµ = µ 1 , v = ,\ 1 + µ 1• 

Hence assumption (1.6) implies thatµ> 0 and v > 0. 
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Lemma 3. 7 (parabolic system in w;;~0 (DT) [17], [22], [32], [33]). 

(i) Assume that f E Lp,p0 (Dr), uo E B;:;;~/po(D), P,Po E (1, =), and SE C2 • 

If 2 - 2/p0 -1/p > 0 the compatibility condition uols = 0 is as.mmed. Then 
there exists a unique solution to problem (3.1) such that u E w~;~0 (DT) and 

with constant c depending on D, S, p, Po• 
(ii) Assume that f = "v · g + b, g = (9ii) , b = (b;), g, b E Lp,po(Dr), and 
u0 E B!:;;~!Po(D). Assume the compatibility condit'ion 

uols = 0 if 1 - 2/po - 1/p > 0. 

Then there exists a uniqite solution to (3.1) such that u E w~:~t2 (D.T) and 

with a constant c depending on n, S, p, p0 . 

Let us consider the problem 

(3.4) 11. "v0 = 0 

Blt=o = 00 

on sr, 
in n. 

Lemma 3.8 (see [18, Chapter 4], [24], [33]). Assume that f E Lr,ro(Dr), 
00 E B;,;;!Po(D), P,Po E (1, =), D E lRn, S E C2 . Assume that O < 
a:0 s; a s; a. < =, where a 0 and a. are constants, a E C0•812(Dr), a 1 E 

L3; 2µ,I /(I-µ)(DT), µ E (0, 1). Then there exists a solution to problem (3.4) 
such that 0 E T1V;)0 (DT) and the follow'irig estimate holds 

(3.5) 
ll0llw;)0 {flT) s; <p(l/ao,a., llaJb,s12(flT), lladlL312µ,i/ti-,,)(nri)· 

· (IIJIILp,p0(!1T) + ll0ollB~;;;~/Po(n)). 

Remark 3.9. The above result is a special case of the more general theorem 
due to Denk, Hieber, and Pruss /9, Theorem 2.3]. 

Remark 3.10. The constant c in (3.2), (3.3) and the fucntion <p in (3.5) 
do not depend on T. For T small the proof of these facts is evident. 
For T large it can be deduced by applying the arguments of the proof of 
Theorem 3.1.1 in /35, Chapter 3/. 
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4 Lower bound for temperature 

The existence of the lower positive bound on temperature ensures not only 
the thermodynamic correctness of the model but is also of basic importance 
for the proof of global estimates of the solutions. To show such property we 
use the ideas of the proof of Lemma 4.1 [23]. 

Lemma 4.1. Assume that equation {1.2), boundary condition (1.3)z and 
initial condition (1.4)3 hold, g ~ 0, 00 ~ f!.. > 0, where f!.. is a constant, 
as well as k, c!, c~ are positive constants. Assitme that the coercivity and 
boundedness condition ( 1. 11) hold for viscosity tensor A 1 • Then there exists 
a positive constant 

- IBI 
a= 2 , { I 2}, a1 .• m1n cv, cv 

where B = -A2a, and a1• is defined in {1.11), such that 

(4.1) 0(t)~f!..exp(-at)=0.(t) for tE[O,T]. 

Proof. Form E IR+ we define the trunacation 0m = max { 0, ;;;:} and Dm(t) = 

{ x ED : 0(x, t) > .1.}. lVIultiplying (1.2) by -0-;;/ with{!> 4 (admissible m. 

test function) and integrating over Dm(t) gives 

- [c; j 030tB;;,,°dx + c~ j 00tB;;:,11dx] + k j 0-;;/t,,,0dx 

(4.2) 
Om(t) nm(t) n.,,(t) 

+ J (A1c:1) · c:10;;,{!dx + J g0;;,_"dx = J 00;/(A2a) · t:1dx. 

flm(t) flm(t) nm(t) 

Now we examine the terms on the left-hand side of (4.2). The first term is 
equal to 

because {Mi-:-"= {JiB;,,-" = 0 for x ED\ Dm(t) = {x ED: Bm(t) = 1/m}. 
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The second term equals 

(4.4) k j o;;,{!t,Omdx=k j o;;.{!t,Omdx= (Q4:_~)2Jlv( ~)J 2
dx , 

Om(t) !1 (l Om 

since 'v0m = VO for x E Dm(t) and '70111 = 0 for x E D\Dm(t). On account 
of ( 1.11) the third term is bounded from below by 

J /ct/ 2 
a1• -0{! dx. 

m 
(4.5) 

!'lm(t) 

The fourth term is nonnegative because g 2'. 0. 
In view of the boundedness of tensors A2 and a the integral on the 

right-hand side of ( 4.2) is estimated by the Cauchy inequality 

(4.6) 

Setting 8 = ai. and incorpording (4.3)- (4.7) into (4.2) we arrive at 

et d J dx c~ d J dx 4kQ JI ( 1 ) 1
2 

Q - 4 dt 0~,- 4 + Q - 2 dt o~;-2 + (Q - 1)2 V 09- dx 
!1 !1 !1 m 

+ ai. j lc~/ 2 dx ::; ~ j O~;{!dx ::; ~ ;· ~~2 , 
2 0m 2ai. 2ai. 0m 

(4.7) 

!'lm(l) O,,.(t) !1 

where in the last inequality we taken into account that Om > 0 in D. 
Let us introduce the positive quantities 

(4.8) (! dx ) o~4 

X1 (t) = 0~~4 , 

0 

By ( 4.8) we infer from ( 4. 7) the inequality 

(4.9) ___5_!£xf-4 (t) + _5_!£xr-2 (t)::; ~xr2 (t). 
Q - 4 dt Q - 2 dt 2ai. 

Let us set now 

( 4.10) 
I 2 

Y(Q, t) = cv 4xf-4(t) + ---.Sc__2xg-2(t). 
{! - {! -
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Then (4.9) yields 

(4.11) 
d 
dt Y(g, t) :S: a(g - 2)Y(g, t), 

where a= IBl/(2ai.min{c~,c;}). Integrating (4.11) with respect to time 
from O to t leads to 

(4.12) Y(e, t) :S: exp[a(e - 2)t]Y(g, 0). 

Hence, using the form of Y(g, t), we get 

or equivalently, 
( 4.14) 

110;;,1 ( t) JI L0 -2(n) 

[( c1
)"~2 (e-2)/2 £.=-.'.! ] :S: exp(at) c~ {! _ 4 110;,/(0)JII~:,(n) + ll0;;;1 (0)IIL0 _ 2(n) . 

Letting l-' • =, (4.14) implies the bound 

( 4.15) 0m(t) ?'. 0m(0) exp(-at) for t E [0 , T]. 

Further, letting m • CXJ and noting that for sufficiently large m, 0m(0) = 
ma.x { 00 , ¾} ?'. fl. > 0, we conclude the bound (4.1). D 

5 Local existence 

To prove local existence of solutions we use the following Ba.na.ch successive 
approximation method: 

(5.2) 

(5.3) 

[c;0(n) + c;0(n)]0(n+1),t - kl:,.O(n+l) = 0(n)B · c(U(n),t) 

+ A1 c( U(n),t) · c( U(n),t) + g in nT, 

U(n+l) = o, n · v'B(n+l) = 0 on sr, 

(5.4) U(n+l)lt=O = uo, U(n+l),t = U[, B(n+l)lt=O = 0o m n, 
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where U(n) , 0(n), n EN U {0} are treated as given. 
lVIoreover, the zero approximations (u(o), 0(o)) are constructed by on exten­
sion of the initial data in such a way that 

(5.5) U(o)lt=O = uo, U(o),tlt=O = u1, 0(o)lt=O = 0o in n, 

and 

(5.6) U(O) = 0 , n · "v0(o) = 0 011 ST. 

We note that problem (5.1)-(5.6) and that analysed in [24, section 5] dif­
fer only by the presence of the additional term c;0(n) in (5.2) which has 
the same properties as c~0(n)• For this reason in order to prove the uni­
form boundedness of the sequence { U(n), 0(n)} we can use exactly the same 
arguments as in Lemma 5.1 [2tl]. 
We have 

Lemma 5.1 (Boundedness of the approximation). 
Let Xo(t) = llu(o),tllw2,1 (rl') + ll0(o)llw2,1 (rl')' where u(o), 0(o) are introduced 

P,Po q,qo 

by (5. 5), be finite. Let 00 ;::: (l_ > 0. Further, let 

D(t) = lluol/w2(n) + u1ll 8 2- 2/vo(n) + /l00ll 8 2-21•o(n) 
P P,Po q,qo 

+ llbl!Lp,p0 (rl') + ll9IILq,q0 (rl') 

be finite, and 

3/p + 2/p0 < 1, 3/q + 2/qo < 1 + 3/p + 2/po, 

Assume that them ex·ists a constant A and time t sufficiently small such that 

Xo(t)::; A, <p(ta A, D(t))::; A, 

where o: > 0 and the nonlinear function <p appear in the proof of Lemma 5.1 
(24, equation (5.22)}, and ct0l2 A::; !L o > 0. Then 

(5.7) Xn(t) = llu(n),tllw2,1 (rl') + ll0(n)llw2,1 (rl') ::; A for any n EN. 
P,Po q,qo 

To show convergence of the sequence { U(n), 0(n)} we introduce the dif­
ferences 

(5.8) Un(t) = U(n )(t) - U(n-l)(t), 1'Jn(t) = 0(n)(t) - 0(n-1)(t), 

n E N, which are solutions to the problem 

Un+l,tt - "v · (A1e:(Un+1,t)) = "v · [Aze:(Un) + B1'Jn] 111 Dr, 

(5.9) Un+l = 0 

Un+•1/t=O = 0, Un+t,dt=O = 0 

21 

on sr, 
in n, 
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and 

(cto(n) + c~0(n))19n+1 ,t - k619n+l = -c!(B(n) - 0(n- 1))0(n),t 

- c~19n0(n),t + 19nB · c:(u(n),t) + B(n-l)B · c:(U(n),t) 

(5.10) + A1c:(Un,t) · c:(u(n) ,t) + A1c:(u(n- l),t) · c:(Un,t) in D-7' , 

Let 

(5.11) 

n · 'v19n+l = 0 

19n+llt=D = 0 

on sr, 
in n. 

Like for the uniform boundedenss we can repeat the arguments of the cor­
responding proof of the convergence of approximation of [24, Lemma 5.3]. 
This lemma required (see, [24, equation (5.30)]) several technical restric­
tions on the indices p, p0 , q, q0 , p', Pb, q' , qb of the involved Sobolev spaces 
with a mixed norm w 2·1 (D1) l,V2•1 (D1) W 2'1 (D1) !1\/2'1 (D1) As noted P,Po ' q,qo > p' ,P~ ' q' ,qh ' 
in [24, Corollary 5.5] these restrictions and the restrictions of Lemma 5.1 
can be satisfied for the following special choice: 

P - p - 5+ '' - q - 5+ p1 - p' - 5 q' - q' - 5 wl·1e1·e 5+ (5.12) - 0 - , '1 - D - , - D - , - D - , 
is any number larger than 5 possibly close to 5. 

Then we have 

Lemma 5.2 (Convergence of the approximation). Let the assumptions of 
Lemma 5.1 be satisfied and ( 5.12) holds. Then there exist a positive constant 
d = d(A) and a > 0 such that 

( 5.13) 

From Lemmas 5.1 and 5.2 it follows 

Theorem 5.3 (Local existence). Let the assumptions of Lemmas 5.1 and 
(5.2) hold. Then there exists a local solution to problem (1.1) - (1.4) such 

2 1 ,, 2 1 ,- -
that u1 E W 5't-(D1 l, 0 E W 5_;. (Dr), where T is sufficiently small. 

6 Global estimates 

In this section we prove global estimates on an arbitrary finite time interval 
(0, T) for a regular local solution. All estimates use the regularity of local 
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solutions. By Lemma 4.1 we know that there exists the lower positive bound 
on temperature 

(6.1) 0(t) 2: 0. := 0.(T) > 0 for t :S T. 

Throughout we assume that assumptions (Al)-(A3) of Theorem A hold. 

Lemma 6.1 (Energy estimates). Assume that 

uo E H\\1), u1 E L2(D), 0o E L4(D), 

b E L 2 (Dt), g E L1 (D1), g 2'. 0, t :ST. 

Then solutions to problem (1.1)-(1.4) satisfy the estimate 

(6.2) 
llu(t)l/~,(fl) + llut(t)IIL(n) + ll0(t)lli.(n) :S c(t)(lluol/~1(n) 

+ lluill~2(n) + ll0ollL(n) + llblli, (n') + llgllL(n')) = c1(t), 
where c( t) is an increasing positive function. 

Proof. Multiplying (1.1) by Ut and integrating over D yields 

~:tllutll~2(n)+ j(A1et)·etdX - j[v'·(A2e)] · utdx+ f 0B·etdX 

(6.3) 
= J b. UtdX, 

n 

n n n 

where we remind (see (1.8)) that B :== A2a. Integrating (1.2) over D 
implies 

From the properties of the operator A2 (see (1.5)) we have 

(6.5) 

- j[v · (A2e)] · 'UtdX = - j [µ2~u · Ut + (>-2 + µ,2)v'(v' · u) · ut]dx 
n n 

= ~ ! [µ2IIVullL(n) + (>-2 + µ2)IIV · ullL(DJl, 

where the boundary condition (1.3) 1 was used. Applying (6.5) in (6.3) gives 

~ !r11utll~2(fl) + µ2IIVullL(n) + (>-2 + µ2)IIV. u/lL(n)l 
(6.6) 

+ j(A1et) · E:tdX + j 0B · E:tdX = j b · u1dx. 
n n n 
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By adding (6.4) and (6.6) we have 

(6.7) 

! [ ~ 1/BIIL(n) +; IIBIIL(n) + ~llutl!I2(n) + µ21/VullL(n) 

+ (>-2 + µ2)IIV · uiiL(n)] = J b · uidx + J gdx. 

n n 

Integra.ting (6.7) with respect to time, using the lower bound (1.17) for 
the sum of the last two terms in the squared parenthesis, and eventually 
applying the Gronwall inequality we get (6.2) which concludes the proof. • 

To derive "stronger" estimates for u and 0 we apply the regularity theory 
of parabolic systems in Sobolev spaces with a mixed norm, stated in Lemmas 
3.7 and 3.8 . Let us first consider viscoelasticity system (1.1), (1.3)i, (1.4)i,2 , 

expressed in the form 

(6.8) 

We have 

uu - Q1ui = 'v · (A2£ + 0B) + b in Dr, 

Ut = Q 

u1lt=O = u1, uli=O = ua 

on sr, 
in D. 

Lemma 6.2. Assume that 

0 E Lp,,-(fl), b E Lp,r(D1), 

UQ E w!(D), UJ E B!;2 fr(D), p,r E (1,oo), t ~ T. 

Then for solutions lo problem {1.1)-(1.4) the following inequality holds 
(6.9) 

llet1 IILp,r(n') ~ c(t)(IIBIILp,r(n') + llbllLp,r(n') + 1/uallw}(n) + l/1t1IIB!;;:2/r(n)) 

= c2(t,p, r) + c(t) IIBIILp,r(n') · 

Proof. Applying Lemma 3.7(ii) to problem (6.8), using the boundedness of 
tensors A2 , B we have 

llei1 1/Dp,,(rl') ~ cl/ui1 1/w!Y2(n<) ~ c(llellLr,r(nt) 

+ IIB!ILp,r(n') + llbl!Lp,,(n') + llu1ilst;;:2/,(n)). 

Using the Gronwall lemma to the latter inequality we conclude (6.9). • 
Now, using (6.2) in (6.9) implies the estimate 

(6.10) llet1IIL,,,(n') ~ c(t)c:14(t) + c2(t,4, r) = c3(t, r), r E (1,oo). 

We have also the following 
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Lemma 6 .3. Let VO E Lp,r(D,t), b E Lv,,(ftt}, ·u1 E B~:;:2/r(D), u0 E W~(D), 
p, T' E (1, oo ), t S T . Then for solutions to prnblem {1.1)-(1,4) the following 
ineq1iality holds 

llet' l/w!Y2c,v) S cllut,1/w~}(O') S c(t)(IIV0IILpr(O') 

(6.11) + llbllLp,r(O') + lluollwico) + llu11la~:;.2/r(O)) 

= c(t)IIV0/1Lp,r(O') + C4(t,p, r). 

Prnoj, Applying Lemma 3, 7 (i) to problem (6.8) and the boundednes of A2 , 

B yields 
llet1 II w!:~/2(fl') S c(V c /ILp ,r(fl') 

+ I/V01/Lp,r(fl') + Jlb/lLp,r(fl') + llu1lla~:;.2/r(n/ 

Hence, by the Gronwall lemma, ( 6.11) follows, 

On account of (6.10) we obtain "better" estimates on 0. 

• 

Lemma 6.4. Let {6.10} foT"T' = 2 holds true and the assumptions of Lemma 
6,1 be satisfied, Let 00 E L5(D) and g E L5; 4 ,1 (Dt). Then the following 
inequality holds 
( 6.12) 

ll0(t)lllacn) + ll0(t)11LcnJ + IIV011Lcn') S [c;12 (t)c3(t, 2) + c~14 (t)c~(t, 2) 

+ llglJ%: •. 1co') + /10olllscnil = cs(t). 

Prnof. l\tlultiplying (1.2) by 0, integrating with respect to time and using 
(1.3)2, (1.4)3 gives 

j 05dx + j 03dx + j IV0l 2dxdt' S cj 02 Jet'ldxdt1 

(6.13) fl fl fl' fl' 

+ c j 0IE:11 J2dxdt' + c j g0dxdt' + c j 0gdx + c j 0Jdx. 
fl< fll fl fl 

The first term on the right-hand side of (6.13) is bounded by 

t t t 

j dt' j 02 l£11 ldx S j ll011Lco) llet' I/L2 (n)dt' S c~ 12(t) j llet1 /IL2(n)dt' 
0 fl O 0 

s c(12(t)t112c3(t, 2), 
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and the second one by 

t t 

j dt' j 0le:1,l 2dx S j ll0IIL,(n)l/e:1,I/I813(n)dt' S ci1'1(t)c~(t, 2). 
o n o 

The third term is bounded by 

t 

j /l011Ls(n)ll9/ ILs1,(n)dt' S s~p ll011Ls(n)llgl/£514 , 1(fl1) 

0 

s ol/Bllis(n) + J/lgll%~ •. 1(n')' o > o. 

Applying the above inequalities in (6.13) we conclude (6.12). This completes 
the proof. • 

Let us note that from (6.9) and (6.12) it follows that 

(6.14) lle:1, II Lo,r(fl') S c2(t,5,r) +c(t)c;15 (t) = c6(t,r), r E (l,oo). 

We continue with further estimates for 0. 

Lemma 6.5. Let the assumptions of Lemma 6.4 be satisfied, and estimate 
(6.14} holds. Moreover, assume that 00 E L15 (D), g E L36; 25,12 (D1), t ST. 
Then 

t 

(6.15) 
ll0(t)//l~otn) + j ll0lll~s(n)dt' + j /V06 /2dt' 

o n• 
S c(cW, 12) + c~4(t, 12) + ll9lll~6125 , 12 (n<) + ll0ol/l~s(n)) = c1(t). 

Proof. Multiplying (1.2) by ga-l, where O'. > 1 is a finite number, integrating 
the result over fl, taking into account the boundedness of tensor B, A 1 and 
the boundary condition (1.3)2, we obtain 

(6.16) 
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Integration of ( 6.16) with respect to time gives 

_l_ Jga+3dx + _l_ f 0a+1dx + 4(a -1) ;· /'v0f/2dxdt' 
a+ 3 a+ 1. a 2 

fl fl fl' 

(6.17) ~cf 0"je1,/dxdt'+c f 00:- llc:t,/ 2dxdt'+ j g0°-1clxdt' 
w w w +a: 3 ll0oll1!!3(fl) +a: 1 ll0ol/t:,(ri)· 

Prior to deal with the terms on the right-hand side of ( 6.17) we first estimate 
from below the third term on the left-hand side by applying a Sobolev 
irnbedding. Setting u = 0°12 this term takes the form 

t 

4(aa~ 1) J J /'vu/2dxdt' . 
0 fl 

Now we add to the both sides of (6.17) the term 

t 

2(a - 1) J J 2d cl , ---'-----2 - U X t . 
a 

0 fl 

Then we have 

t t 

2(aa~ l) j J(l'vu/ 2 + u2)clxdt' ~ 2c(:; l) j llullL(ri)dt' 

(6.18) 
0 fl 0 

t 

= 2c(a - 1) j /10/la d' 
a2 L3a(fl) t · 

0 

The additional term on the right-hand side of (6.17) equals 

t t 

2(a - 1) J 10af2/2dxdt' = 2(a -1) ff e°'dxdt', 
a2 a2 

0 0 fl 

so by applying the Holder and the Young inequalities is bounded by 

61s~p j ga+3dx+c(l/61,a,t), 61 > 0. 

fl 
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Consequently, employing (6.18) in (6.17) gives 
(6.19) 

t 

l //0// 0+3 l //0//"+1 2c(a: - l) j //0//" l' a:+ 3 L,.+a(fl) + Q: + l D0 +1(!1) + a:2 L3 0 (!1)d 
0 

+ 2(0:a~ l) j /V0%/ 2dxdt' 

fl' 
t t 

::; c j 1/01/L , (!1) /le:1, /IL, (n)dt' + c j 110111- 1 (n) 1/e:t, IIL (n)dt' 
O'-"J 2 (a- 1)µ1 11.2 

0 0 

t 

+ c j ll.9/IL.,(n)/10/11~1_,)v,(n)dt' +a:: 3 ll0allt!3 (!1) +a: 1 ll0allt_~i(!1) > 
0 

where 1/)q + 1/>.2 = 1, 1/µ1 + 1/µ2 = 1, 1/v1 + l/v2 = 1. 
On account of (6.14) we can assume that >.2 = 5, so >. 1 = 5/4. Setting 
5a/4 = a+ 3, we get a= 12. Then the first term on the right-hand side of 
(6.19) is bounded by 

In the second term on the right-hand side of (6.19) we assume that µ 2 = 5/2, 
µ 1 = 5/3 and (a - 1)µ1 ::; 3a:, so (a - l)i ::; 3a. We note that the latter 
inequality is satisfied for any a: > l. Hence, the second term is bounded by 

t t t 

63 j /10/IL(n)dt' + c/63 j l/e:1 1 1/l~(n)dt'::; 63 j //01/La,,(n)dt' + c/6ac~°'(t, 12), 
0 O 0 

where (6.14) is used. 
In the third term on the right-hand side of (6.19) we assume that v2 = t::1 

so v1 = 21~1 . Then this term is bounded by 

t t 

64 J 11011L3a(fl)dt' + c/64 J /jg//Ld'h(n)dt', 64 > o. 
0 0 

From the above considerations it follows that we can take a = 12. Employ­
ing the obtained estimates in (6.19), choosing 6k, k = 1, • • • ,4, appropri­
ately, in particular assuming that 62 - 63 is sufficiently small, we arrive at 
(6.15). This concludes the proof. • 
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Let us note that using (6.15) in (6.9) yields 

(6.20) //et' 11£15,,.(n') ~ c2(t, 15, r) + c(t)ct 5 (t) = c8 (t, r), r E (1, oo). 

We proceed now to prove that 0 E L=(O, t; La(fl)) for any finite a:. For 
this purpose we repeat and improve appropriately the arguments of the 
proof of Lemma. 6.5. 

Lemma 6.6. Let (6.15) and (6.20) with r = a: E (1,oo) hold. Moreover, 
assume that 

Then 

a:: 3 IIB(t)llt;3 (n) +a:: 1 /IB(t)111~:1(n) 

+ 4k(:2- 1) / 1v0a/2/2dxdt' 

n< ( 6. 21) 

~ c(c1(t), cs(t, a:))+ cllgllL,?atr,u(!V) +a:: 3 l/0ollt;3 (n) 

= Cg(t, a:), Q: < 00. 

Proof. Let us turn to the inequality (6.17) from the proof of Lemma 6.5. 
We proceed now as follows. The first term on the right-hand side of ( 6.17) 
we express in the form 

t l j 0°- 10Je1,/dxdt'. 
o n 

On account of (6.15) and (6.20) it is estimated by 

t 

/ 110111-1 
15 (n)ll0IIL1s(n)l/et1 IIL1s(n)dt' 

(<> - l)TT 

0 

/. 

~ ct5 (t) / ll0111~~1lH(n)l/et1 IIL1s(n)dt' 
0 

t t 

~ 51 l IIB/1£3,,(n)dt' + c(l/51, ct5(t)) ./ l/e:1,l1~15 (n)dt' 
0 0 

t 

~ 01 / IIBll£3"(n)dt' + c(l/51, c~115 (t),cg'(t, a:)), 51 > 0, 
0 
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where we used the relation (a - l)H S: 3a, holding true for any finite a. 
Similarly, the second term on the right-hand side of ( 6 .17) is bounded by 

t t t 

J 110111-l rr,(n)l lc:1 1 IIL(n)dt' S: 62 ;· ll011Laa(O)dt' + c(l/82) j llc:11 llts(O)dt' 
(a - l)u 

0 0 0 
t 

S: 62 j ll011Laa(n)dt' + c(l/82)c~"'(t, a), 62 > 0. 

0 

Finally, the third term on the right-hand side of ( 6.17) is bounded by 

t 

j ll011 1;"\nJ llgli£dtr (nidt' 
0 

t t 

S: 63 ./ ll011La,_,(n)dt' + 1 j llgllLd-'h(n)dt', 63 > 0. 
0 0 

Employing the above estimates in ( 6.17), and setting 6k sufficiently small, 
we arrive at (6.21). This proves the lemma. • 

Let us note that from (6.21) it follows in particular that 

l 

(6.22) ll0IIL=(O,t:L0 (l1)) S: [(a+ 3)cg(t, a)] 0 +3 = c10(t, a) for any a< oo. 

We obtain now an estimate on 01• 

Lemma 6. 7. Let the assumptions of the previous lemmas be satisfied, in 
particular the lower bound (6.1} holds, 00 E H 1 (D.) and g E L2 (D.t), g::?: 0, 
t S: T. Then 

ll0f'il1,(l1') + ll0IIL,(o,t;H'(O)) S: c(l/0., Cio(t, 4), c~(t, 4)) 

+ c(l/0.)llg lll, (n') + cll0oll7fl(l1) = Ci1 (t). 
(6.23) 

Proof. Niultiplying (1.2) by 01, integrating over D.1, t::::; T, using boundary 
condition (1.3) 2 , the boundedness of tensors A1 , B = -A2 a, and the global 
lower bound (6.1) for 0, we get 

ll0t1 1il,(nt) + ~IIV0(t)11L(n) S: ~ [j Blc:11 1 l01 1 ldxdt' 

(6.24) 
nt 

+ j lc:11 l2 l011 ldxdt' + j lgl l0t1ldxdt'] + ~ll0olli1(n)· 
l1' 0' 
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Therefore, by the Young inequality, we have 

IIBt1 1iL(n') + ~1/VB(t)IIL(o) ~ ~ [j 02 lc:t1 l2dxdt' 

(6.25) fl' 
+ j lc:t 1 l'1dxdt' + j lgl 2dxdt'] + ~l!Bolli1(n)· 

fll fl' 
Hence, on account of estimates (6.20) and (6.22) we conclude (6.23). This 
completes the proof. • 

We shall apply now the elliptic regularity result. In view of estimate 
(6.23) we express (1.2), (1.3)2 in the form of the following elliptic problem 

(6.26) 

We have 

k!:::,.0 = (ct03 + c~0)0t - 0B · et - (A1c:t) · et - g 

n · VB= 0 

in n, t ~ T, 

on S, t ~ T. 

Lemma 6.8. Assume that estimates {6.20), {6.22), {6.23), and the lower 
bound {6.1) for 0 hold. Then for problem {6.26) the following estimate is 
satisfied 

(6.27) 
IIBIIL2(0,t;WJ(fl)) ~ Cio ( t, 2 ~\) cu (t) + c10(t, 4)cs( t, 2) 

+ cW, 4) + cll9IIL2(fl') = c12(t, e) 

for {! < 2-, where 2- stands for a m,mber less than 2 but very close to 2. 

Proof. We estimate the terms on the right-hand side of (6.26)i. First, by 
the Holder inequality, using (6.22) and (6.23) we have 

where {! < 2 but very close to 2. Similarly, 

t I /2 t 1/2 

(! j(0011 llldx) 21edt') ~ (! ll0lli,#,(flJll011 1/L(n)dt') 
0 !1 0 

~ Sl;P 11011£ ~ (!1) 11011 1/£2(!1') ~ C10 (t, 2 ~{! e) CJl (t) ~ ClQ (t, 2 ~ {!) C11 (t). 
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Finally, using the boundedness of tensors B, A 1 , and applying (6.20), (6.22) 
yield 

t 1/2 t 1/2 

(! j j0B · £t,j 2dxdt') S cs~p l!Bl!L4 (n) (/ llct'IIL(n)dt') 
o n o 

S c1o(t, 4)c8 (t, 2), 

and 
t 1/2 t 1/2 

(! J j(A1ct') · £t,j 2dxdt') Sc(/ llct'llf,(n)dt') 
o n o 

= cl!ct' II Len') S c~(t, 4). 

On account of the above estimates we conclude (6.27) and thereby complete 
the proof. • 

From (6.23) and (6.27) it follows that 

(6.28) l!Bllw2,,(n')Scu(t)+c12(t,e)=c13(t,e) for e<r. 
0,2 

Hence, by the imbedding (see Lemma 3.1) it follows that VB E L5//;3(D1), 

e < 2-. Consequently, due to (6.11), 
(6.29) 

llct1 llw1,1/2(!l') s c(t)(c13(t, e) + C4(t, 5e/3, Se/3)) = C14(t, e), i? < r. 
5o/3 

Further, by the imbedding, we have the estimates 

and 

(6.31) lh1 IIL2(0,t;L00 (f1)) S c(c14(t, i?)), 

which holds for 3/2 < i? < 2-. The latter estimate plays the key role in 
getting L00 (DT)-norm bound for 0. 

Lemma 6.9 (L00 (DT)-nporm bound on 0). Assume that 00 E L00 (0,) 1 g E 
L1(0,t;L00 (D)), g ~ 0, t ST, and estimate (6.31) holds. Then 

(6.32) IIBl!Loo(ll') s c(c14(t, r), llgllL,(0,t;Loo(ft))) = C15(t). 
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Proof. Multiplying (1.2) by et, r > 1, integrating over 0, and using (6.31), 
we get 

c; 11011~;.!.(n) ! IIBI/L,.• 4(0) + C~ l/01/~;.;,(n) ! ll0IILr+2 (0) 

4kr JI .t±.J!. 2 / I ,+1 (6.33) + (r + l)Z VB 2 I dx :=; c[l/ct k,.,(n)I 0l1Lr+1(0) 
n 

+ llctllL(n)/10/ILr(O) + ll9IILoo(n)l/0IIL(n)l• 

Taking into account that 0 2'. 0. > 0 we deduce from (6.33) that 

et liBl/~;.!.(n) ! 1/BIILrH(O) + C~ /1011~;.;,(0) :t ll0/1Lr+2(0) 
(6-34) ::; c(l/0.)[lkt/lLoo(O) + /lctllL(n) + ll9IILoo(O)]IIBll~;.1.(n) 

= a:(t)/1011~;.:,1(0)' 

Expressing (6.34) in the form 

and introducing the notation 

l 2 

Y(t) = r ~ 4 IIB(t)/1~;.;1.(n) + r ~ 2 IIB(t)/1~;.:,(n)' 

we have 

(6.35) ! Y(t) ::; a:(t)~ + 4)Y(t). 

Integrating (6.35) with respect to time yields 

t 

Y(t) ::; Y(O) exp ( r; 4 J a:(t1)dt1), t::; T. 
0 

From the above inequality we get 

t 

r ~ 4 IIB(t)l/~~-:.1(n) ::; Y(O) exp ( r; 4 j a:(t')dt'). 
0 
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Hence, 

( r + 4 ) '~4 ( 1 Jl ) /IB(t)I/Lri-•(O):::; TY(O) exp et o:(t')dt' 

(6.36) 0 

( c2 (r + 4) .1:±2 ) ( 1 ft ) :::; IIBollLr+•1(0) + c! r + 2 IIOollE::2 (0) exp et o:(t')dt' • 
0 

Now, letting r---+ oo in (6.36) we conclude (6.32). The proof is complete. D 

To prove the Holder continuity of 0 we follow exactly the considerations 
in [24, Lemma 6.14 and Corollary 6.15] related to thermo-visco-elasticity 
with the specific heat c = cv0r;, a- E (1/2, l]. Consequently, we have 

Lemma 6.10 (Holder continuity of 0). Assume that 0(t) 2 0. > 0 for 
t ::; T. Let M = IIBll£00 (0') :::; C1s(T) (see (6.32)), IIBoll£00 (0) < k, and 
M - k < o for some sufficiently small o > 0. Let g E L>,.(D.t), e1, E L2>,.(D1), 

where A= i-¾(\+x)' ~ + ~ = ~, q, rare positive numbers, ancl x > 0. Then 

(6.37) 0 E c 13•1312(nt (3 E (0, 1) , t::::: T , 

where (3 depends on e., A1, o, x, r. 

To prove global existence of solutions to problem (1.1)-(1.4) we need the 
existence of local solutions and a global estimate in the norms in which the 
local ex:istence is proved. More precisely, we are going to obtain a global 
estimate for Ut E w~~(nt) and 0 E wt.;.1(D1). 

Lemma 6.11 (global a priori estimates compatible with estimates for lo­
cal solution). Assume that b E Lrn+(D1) n L 5,12 (Dt), u 0 E w;+(D), u 1 E 

n~:;:~/t (D), g E L5+(0, t; L00 (D)), g ~ 0, 00 E H 1(D)nB~;,3/t (D)nL00 (D). 
Then solutions to problem (1.1}-(1,4) satisfy the estimate 

(6.38) 

and 

(6 .39) IIBllw;.;.'(O'):::; cp(t, 1/0., cl(t)) , 

where 

cl(t) = IML10+ (0')nL5,,2(0') + lluo llw\ (0) + lluill 8 2-2;s+ (O) + llgllL5+ (0,t;Loo(O)) 
5 s+,s+ 

+ IIBollH'(O)nB;.;'{!"(O)nL00(0)' t::; T. 
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Proof. Firstly, let us note that by (6.32), 0 E £ 00 (0,t), and so 0 E Lp,r(0,t) 
for any p, r E (1, oo). Hence, applying the bound (6.32) in (6.9) we obtain 

(6.40) 
/lct'/ILp,r(O') S: c(t)(/lb/lLp,r(!"l') + /luo/lwi(n) + /lu1lln~~.21'(n)) 

+ c(t)c15(t) for p, r E (1, oo), 

where, by the definitions of the bounds c.,( ·), k = l, ... , 15 (see (6.1), (6.9)­
(6.12), (6.14)- (6.15), (6.20)-(6.23), (6.27)-(6.29), (6.32)), 

(6.41) 
c(t)c15(t) S: <p(t, 1/0., llb!ILs,12 (0'), /luollwJ(O), llu1lln;;;/12(rl)' 

ll9/IL2(D,t;Loo(fl)), ll0ollH1(rl)nLoo(O)) =: CJ6(t). 

The assumptions of Lemma 6.10 are satisfied due to (6.32) and (6.31). In­
deed, by (6.31), setting q = 2, r = 6 and x = (it we get>.= 5-1- , and so 
g E L5+(Dt), et' E Lrn+(iJt). Moreover, by (6.23), 01, E L2 (iJ1). Therefore, 
we can apply Lemma 3.8 to problem (1.2), (1.3)2, (1.4) 3 . 

Let us set in (6.40) p = r = 10+. Then 

llct'/1£10+(0') S: <p(t, 1/0., llbllL10+(rl')nLs,12(rl'), 

(6.42) lluo/lw:o+ (O), llu1 II B1-2;10+(fl)nn'-2/12(n), 
10+,10+ 5,12 

Hence, by Lemma 3.8, 0 E w;.;.1(D1) and satisfies the estimate 

/10llw:/(O') s: <p(l/0., ll0l!Loo(rl'), /10/lc~,/3/2(0'), /10t1 /1&2(fl')) 

(6.43) 'c(/10/ILoo(O'Jlkt1 IIL5+(0') + llct1 /1~10+(W) + /lg/lL5+(0') 

+ II 0o II B:+~{t (n/ 

Consequently, on account of the bounds (6.32), (6.23) and (6.42), we have 

(6.44) 

ll0llw:.;.1(n') S: <p(t, 1/0., c15(t), c11(t)) 

S: <p(t, 1/0., llbllL10+(rl')nLs,12(rl'), lluollw:0+(n), 

llu1 II B1- 2;10+ (rlnB1-2;12(rl)), 11911£5+ (O,t;Loo(fl)), 
10+ ,10+ 5,12 

ll0ollH'(n)n&oo(n)nB;+~ft (n) = C1s(t). 

By the imbedding the above estimate gives 

(6.45) 
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Then Lemma (6.3) applied to problem (1.1), (1.3)1 , (1.4)1,2 yields 

1/utl/w~:(n') ~ c(c1s(t) + llbJIL5+(n') + lluollw~+(f'l) + l/udl 8 ~~~ft(n/ 

Summarizing the estimates on the data and using the imbeddings between 
the Besov spaces (see Lemma 3.6) 

2-2;5+ 1- 2/10+ 
B 5+,5+ (D) c Brn+,IO+ (D), B2- 2;5+ (D) C B1-2/12 (D) 

5+ ,5+ 5,12 > 

and the imbedding Wf,.(D) C W;0+(D), we conclude the assertion. D 

7 Global existence 

Proof of Theorem 1.1. Theorem 5.3 provides the local existence of solutions 
to problem (1.1)-(1.4) such that ut E w~1(nt) and 0 E wt}(Dt), where t is 
sufficiently small. By virtue of Lemma 6.11 we have global a priori estimates 
for problem (1.1)- (1.4) such that ut E w;i(Dt) and 0 E w;i(Dt) for any t 
finite. These estimates are compatible with the estimates for local solutions 
on the time interval of the local existence. This implies a possibility of 
extension of the local solution for any finite time. D 
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