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#### Abstract

In this paper we study a strain-gradient type thermoviscoelastic system. We focus on the stationary states and their dynamical stability. The adiabatic stationary state is formulated as a nonlinear eigenvalue problem with non-local terms associated with the total energy conservation. One of the purposes of this paper is to extend the tesults obtained in Suzuki-Tasaki [34]. We reveal a unified structure, called semidualities, of the thermoviscoelastic system of viscosity-capillarity type with temperature-dependent viscous and elastic moduli. We describe a physical background and outline the thermodynazaic derivation of the system. Based on the semi-dual structure we construct a series of general results concerning the stationary states and their stability. The applicar tion of these results together with the bifurcation theory allows to analyze the total set of the stationary solutions in more detail.


## 1 Introduction

### 1.1 ThERMOVISCOELASTIC SYSTEM

In this paper we address the question of the stability of stationary states to the following thermoviscoelastic system

$$
\left\{\begin{array}{c}
u_{t t}-\nabla \cdot\left(\left(\nu_{1}+\nu_{2} \theta\right) B \epsilon_{t}\right)+\kappa_{1} Q^{2} u+\kappa_{2} \nabla \cdot(\theta A \epsilon(Q u))=\nabla \cdot H_{, \epsilon}  \tag{1.1}\\
-\theta H_{, \theta \theta} \theta_{t}-k \triangle \theta=\theta H_{, \theta \epsilon} \cdot \varepsilon_{t}-\kappa_{2} \theta(\boldsymbol{A} \varepsilon(Q u)) \cdot \epsilon_{t} \\
+\left(\nu_{1}+\nu_{2} \theta\right) \boldsymbol{B} \epsilon_{t} \cdot \epsilon_{t} \quad \text { in } \Omega \times(0, T)
\end{array}\right.
$$

[^0]with the boundary and initial conditions
\[

$$
\begin{cases}u=Q u=0, \quad \frac{\partial \theta}{\partial n}=0 & \text { on } \partial \Omega \times(0, T)  \tag{1.2}\\ \left.u\right|_{t=0}=u_{0},\left.\quad u_{t}\right|_{t=0}=u_{1},\left.\quad \theta\right|_{t=0}=\theta_{0} & \text { in } \Omega .\end{cases}
$$
\]

The system arises as a model of structural phase transitions in viscoelastic solids. Above $\Omega \subset \mathbb{R}^{d}\left(a^{\prime}=1,2,3\right)$ denotes a bounded domain with a smooth boundary $\partial \Omega$, occupied by a body in a fixed reference configuration, $n$ denotes the outer unit normal vector on $\partial \Omega$, and $T>0$. The unknowns $u=\left(u_{i}\right)_{i=1}, \cdots, d=$ $\left(u_{i}(x, t)\right)_{i=1, \cdots, d}$ and $\theta=\theta(x, t)>0$ are real-valued, denoting the displacement vector and the absolute temperature, respectively. The small-strain tensor $\epsilon=$ $\epsilon(u)$ is defined by $\epsilon(u)=\left(\nabla u+{ }^{t}(\nabla u)\right) / 2$, where ${ }^{t} M$ denotes the transposed matrix of $M=\left(M_{i j}\right)$. The tensor $\epsilon_{t}=\epsilon\left(u_{t}\right)$ stands for the strain rate. The physical coefficients $\kappa_{i} \geq 0, \nu_{i} \geq 0$, and $k>0$ are constants such that $\kappa_{1}+\kappa_{2}>0$ and $\nu_{1}+\nu_{2} \geq 0, i=1,2$, denoting the strain-gradient coefficients, the viscosity coefficients, and the heat conductivity, respectively.

The function $H=H(\epsilon, \theta)$ denotes the volumetric free energy density which in accord with thermodynamic thermal stability (the postulate that the specific heat is strictly positive) satisfies

$$
\begin{equation*}
\mathbb{R}_{+} \ni \theta \mapsto H(\epsilon, \theta) \in \mathbb{R} \quad \text { is strictly concave. } \tag{1.3}
\end{equation*}
$$

To model phase transitions the map $\epsilon \mapsto H(\epsilon, \theta)$ is admitted to be nonconvex (multiwell) in some range of temperatures $\theta$. More precisely, like in Falk [13] and Falk-Konopka [14] models of shape memory alloys, we assume that $H=H(\epsilon, \theta)$ splits into

$$
\begin{equation*}
H(\epsilon, \theta)=f_{*}(\theta)+W(\epsilon, \theta) \tag{1.4}
\end{equation*}
$$

where $f_{*}=f_{*}(\theta)$ is the thermal energy and $W=W(\epsilon, \theta)$ is the elastic energy of the form

$$
\begin{equation*}
W(\epsilon, \theta)=W_{1}(\epsilon)+\theta W_{2}(\epsilon) \tag{1.5}
\end{equation*}
$$

We assume $f_{*} \in C^{2}\left(\mathbb{R}_{+}, \mathbb{R}\right)$ and $W_{i} \in C^{2}(\operatorname{Sym}(d, \mathbb{R}), \mathbb{R})$, where $\operatorname{Sym}(d, \mathbb{R})$ denotes the set of all symmetric second order tensors in $\mathbb{R}^{d}$. The fourth order tensors $\boldsymbol{A}=\left(A_{i j k l}\right)$ and $B=\left(B_{i j k l}\right)$ stand for the standard elasticity and viscosity tensors defined by

$$
\begin{aligned}
& A \epsilon=\lambda_{A} \operatorname{tr} \epsilon I+2 \mu_{A} \epsilon \\
& B \epsilon=\lambda_{B} \operatorname{tr} \epsilon I+2 \mu_{B} \epsilon
\end{aligned}
$$

where $I=\left(\delta_{i j}\right), \mu_{A}, \lambda_{A}$ are the Lamé constants and $\mu_{B}, \lambda_{B}$ the viscosity constants, satisfying

$$
\mu_{i}>0, \quad d \lambda_{i}+2 \mu_{i}>0, \quad i=A, B .
$$

This assumption ensures the coercivity and boundedness of tensor $A$

$$
\begin{equation*}
a_{*}|\epsilon|^{2} \leq(A \epsilon) \cdot \epsilon \leq a^{*}|\epsilon|^{2} \tag{1.6}
\end{equation*}
$$

where $a_{*}=\min \left(d \lambda_{A}+2 \mu_{A}, 2 \mu_{A}\right), a^{*}=\max \left(d \lambda_{A}+2 \mu_{A}, 2 \mu_{A}\right)$, and the analogous properties of tensor $B$.

The operator $Q$, defined by

$$
\begin{equation*}
Q u:=Q_{A} u=\nabla \cdot A \epsilon(u)=\mu_{A} \Delta u+\left(\lambda_{A}+\mu_{A}\right) \nabla(\nabla \cdot u), \tag{1.7}
\end{equation*}
$$

stands for the second order operator of linearized elasticity. By the assumptions on $\mu_{A}, \lambda_{A}$ this operator is strongly elliptic.

Throughout the paper vectors (tensors of the first order) and tensors are denoted by bold letters. The summation convention over the repeated indices is used. A dot designates the inner product, irrespective of the space in question: $a \cdot b=a_{i} b_{i}$ is the inner product of vectors $a=\left(a_{i}\right)$ and $b=\left\langle b_{i}\right\rangle, M \cdot M^{\prime}=$ $M_{i j} M_{i j}^{\prime}$ is the inner product of second order tensors $M=\left(M_{i j}\right)$ and $M^{\prime}=$ $\left(M_{i j}^{\prime}\right), A^{m} \cdot B^{m}=A_{i_{1} \ldots i_{m}}^{m} B_{i_{1} \ldots i_{m}}^{m}$ is the inner product of $m$-th order tensors $\boldsymbol{A}^{m}=\left(A_{i_{1} \cdots i_{m}}^{m}\right)$ and $B^{m}=\left(B_{i_{1} \cdots i_{m}}^{m}\right)$. Moreover, for tensors $a=\left(a_{i}\right), M=$ $\left(M_{i j}\right), H=\left(H_{i j k}\right), A=\left(A_{i j k l}\right)$ we denote:

$$
\begin{aligned}
M a & =\left(M_{i j} a_{j}\right), \quad a H=\left(a_{i} H_{i j k}\right) \\
H a & =\left(H_{i j k} a_{k}\right), \quad M H=\left(M_{i j} H_{i j k}\right), \quad H M=\left(H_{i j k} M_{j k}\right), \\
a A & =\left(a_{i} A_{i j k l}\right), \quad A a=\left(A_{i j k l} a_{l}\right) \\
M A & =\left(M_{i j} A_{i j k l}\right), \quad A M=\left(A_{i j k l} M_{k l}\right) \\
H A & =\left(H_{i j k} A_{i j k l}\right), \quad A H=\left(A_{i j k l} H_{j k l}\right) .
\end{aligned}
$$

To simplify the notation we write:

$$
f_{i}=\frac{\partial f}{\partial x_{i}}, \quad i=1, \cdots, d, \quad f_{t}=\frac{\partial f}{\partial t}
$$

where space and time derivatives are material; $\nabla$ and $\nabla$. denote the material gradient and the divergence operators. For the divergence we use the contraction over the last index, e.g., $\nabla \cdot S=\left(\frac{\partial S_{i j}}{\partial x_{j}}\right)$ for $S=\left(S_{i j}\right)$. Moreover, we write $f_{1 A}=\frac{\partial f}{\partial A}$ for the partial derivative of a function $f$ with respect to the variable $A$ (scalar or tensor). For $f$ scalar valued and $A^{m}=\left(A_{i_{1} \ldots i_{m}}^{m}\right)$ a tensor of order $m, f_{, A^{m}}$ is a tensor of order $m$ with components $f_{, A_{i_{1}}^{m} \ldots i_{m}}$. In particular,

$$
H_{, \epsilon}=\left(\frac{\partial H}{\partial \epsilon_{i j}}\right), \quad H_{, \theta}=\frac{\partial H}{\partial \theta}
$$

The spaces notation is standard and follows $[26,33]$.

### 1.2 Thermodynamic basis

Equations (1.1) represent the local forms of the linear momentum and internal energy balances with constant mass density $\rho=1$ and absent external body forces and heat sources:

$$
\begin{align*}
& u_{t t}-\nabla \cdot S=0 \\
& e_{t}+\nabla \cdot q-S \cdot \epsilon_{t}=0 \tag{1.8}
\end{align*}
$$

Where $S$ is the stress tensor, $e$ is the specific internal energy, and $q$ is the energy flux. This system is associated with the following two potentials: the free energy of the Landau-Ginzburg type

$$
\begin{equation*}
f(\epsilon(u), \nabla \epsilon(u), \theta)=H(\epsilon(u), \theta)+\frac{1}{2}\left(\kappa_{1}+\kappa_{2} \theta\right)|Q u|^{2} \tag{1.9}
\end{equation*}
$$

and the dissipation potential

$$
\begin{equation*}
\mathcal{D}\left(\epsilon_{t}, \nabla \frac{1}{\theta}, \theta\right)=\frac{1}{2} \frac{\nu_{2}+\nu_{2} \theta}{\theta} B \epsilon_{t}, \epsilon_{t}+\frac{\varepsilon}{2}\left|\theta \nabla \frac{1}{\theta}\right|^{2} . \tag{1.10}
\end{equation*}
$$

In accord with the thermodynamic relations

$$
\begin{equation*}
f=e-\theta \eta, \quad \eta=-f_{i} \theta, \tag{1.11}
\end{equation*}
$$

where $\eta$ denotes the specific entropy, the corresponding forms of $e$ and $\eta$ are

$$
\begin{align*}
e & =\left(H(\epsilon, \theta)-\theta H_{, \theta}(\epsilon, \theta)\right)+\frac{1}{2} \kappa_{1}|Q u|^{2} \\
& =\left(f_{*}(\theta)-\theta f_{*}^{\prime}(\theta)\right)+W_{1}(\epsilon)+\frac{1}{2} \kappa_{1}|Q u|^{2}  \tag{1.12}\\
\eta & =-H_{, \theta}(\epsilon, \theta)-\frac{1}{2} \kappa_{2}|Q u|^{2} \\
& =-f_{*}^{\prime}(\theta)-W_{2}(\epsilon)-\frac{1}{2} \kappa_{2}|Q u|^{2}
\end{align*}
$$

The second law of thermodynamics implies the following constitutive relations for $S$ and $q$ (see (2.21) and (2.22)):

$$
\begin{align*}
S & =\frac{\delta e}{\delta \epsilon}-\theta \frac{\delta \eta}{\delta \epsilon}+S^{\mathrm{d}}  \tag{1.13}\\
\boldsymbol{q} & =q^{\mathrm{d}}-\epsilon_{t} e_{, D \epsilon},
\end{align*}
$$

where

$$
\frac{\delta e}{\delta \epsilon}=e_{, \epsilon}-\nabla \cdot e, D \epsilon
$$

denotes the first variation of $e$, and $S^{\mathrm{d}}, q^{\mathrm{d}}$ are the dissipative parts of the stress tensor and the energy flux, given by

$$
\begin{equation*}
S^{\mathrm{d}}=\theta \mathcal{D}_{, \epsilon_{\mathrm{t}}}, \quad \boldsymbol{q}^{\mathrm{d}}=\mathcal{D}_{1} D(1 / \theta) \tag{1.14}
\end{equation*}
$$

For particular potentials (1.9), (1.10) relations (1.13)-(1.14) take the form

$$
\begin{align*}
S & =H, \epsilon(\epsilon, \theta)+\left(\nu_{1}+\nu_{2} \theta\right) B \epsilon\left(u_{\imath}\right)-\left(\kappa_{1}+\kappa_{2} \theta\right) A \epsilon(Q u), \\
q & =-k \nabla \theta-\kappa_{1} \epsilon_{t}(A Q u) . \tag{1.15}
\end{align*}
$$

Combining balance equations (1.8) with relations (1.12) $)_{1}$ and (1.15) gives system (1.1).

It should be pointed out that system (1.1) is a special example of a thermodynamically consistent scheme for the so-called elastic materials of higher grade in which the constitutive quantities are permitted to depend not only on the first gradient of the deformation, the strain, but also on its higher gradients (see [9]). In our case the quantities $f, e$ and $\eta$ depend on the first strain gradient and $S$ depends on the second strain gradient, expressed by the term $\nabla \cdot e_{, D \epsilon}-\theta \nabla \cdot \eta_{, D \epsilon}$ in (1.13) (and correspondingly the third term in (1.15) $)$.

Another property to be pointed out is that the energy flux $q$ contains in addition to the usual dissipative flux $q^{\text {d }}$, the extra nonstationary flux, $-\epsilon_{t} e, D \epsilon$ in $(1.13)_{2}$ (and correspondingly the second term in $\left.(1.15)_{2}\right)$.

System of balance laws (1.8) with constitutive equations (1.13) (in particular (1.15)) complies with the following entropy inequality in the local form (see (2.24)):

$$
\begin{equation*}
\eta_{t}+\nabla \cdot\left(\frac{q^{\mathrm{d}}}{\theta}-\epsilon_{t} \eta_{, D \epsilon}\right)=\alpha \geq 0 \tag{1.16}
\end{equation*}
$$

where

$$
\begin{aligned}
\sigma & =\frac{S^{\mathrm{d}}}{\theta} \cdot \epsilon_{t}+q^{\mathrm{d}} \cdot \nabla \frac{1}{\theta} \\
& =\mathcal{D}_{i, \epsilon_{t}} \cdot \epsilon_{t}+\mathcal{D}_{, D(1 / \theta)} \cdot \nabla \frac{1}{\theta}
\end{aligned}
$$

is the entropy production.
There are various thermodynamic approaches to higher grade materials. We mention thermomechanical theories by Dunn-Serrin [9] and Aifantis [2], and various frameworks with internal variables or additional degrees of freedom (see e.g. reviews in [21] and [40]).

Relations (1.13) have been derived in [22] by exploiting the Müller-Liu entropy inequality. The derivation is outlined in Section 2.

### 1.3 Relations to other models

For appropriate volumetric free energy $H=H\left(\epsilon_{1} \theta\right)$ and $\kappa_{1}>0, \kappa_{2}=\nu_{2}=$ $\nu_{1}=0, d=1$, system (1.1)-(1.2) may represent the one-dimensional Falk model for martensitic transformations in shape memory alloys [11, 12], and in the case $\kappa_{1}>0, \nu_{1}>0, \kappa_{2}=\nu_{2}=0, d=3$, the thermoviscoelastic system of viscosity-capillarity type, studied in $\{23,25,26,27,28,41,43,44]$.

System (1.1)-(1.2) extends that considered in the above mentioned references by admitting temperature-dependent viscosity and capillarity effects, reflected by the terms with coefficients $\nu_{2}$ and $\kappa_{2}$, respectively. Such effects become of importance in viscoelastic materials with temperature-dependent viscous and elastic moduli, for example materials of Korteweg type (see e.g. [9]) or polymeric materials (see e.g. [4, 8, 29] and the references therein).

Concerning mathematical results on thermoviscoelastic systems with temperaturedependent moduli we mention [29] where 1-D Kelvin-Voigt type system (included in (1.1) for $\kappa_{1}=\kappa_{2}=0, d=1$ ) with nonlinear viscosity has been studied.

To the authors best knowledge system (1.1)-(1.2) has not been so far addressed in the literature. In particular, its global solvability in the case $\kappa_{2} \neq 0$ and $\nu_{2} \neq 0$ still remains an open question.

### 1.4 Stationary states, variational structures, and stability CONCEPTS

The main results of the present paper concern observing a variational struture, called semi-dualities, of system (1.1)-(1.2), and consequently concluding dynamical stability of stationary solutions. To prove this we use the techniques elaborated previously in [ $33,35,34,36,37,38]$.

On account of the conservative structure (1.8) with no external forces and heat sources, homogeneous boundary conditions (1.2) $)_{1}$, and the local entropy inequality (1.16), system (1.1)-(1.2) satisfies the total energy conservation

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} E=0 \tag{1.17}
\end{equation*}
$$

with the total energy

$$
\begin{align*}
E & =E\left(u, u_{t}, \theta\right)=\int_{\Omega}\left(\frac{1}{2}\left|u_{t}\right|^{2}+e\right) \mathrm{d} x  \tag{1.18}\\
& =\frac{1}{2}\left\|u_{t}\right\|_{L^{2}}^{2}+\frac{\kappa_{1}}{2}\|Q u\|_{L^{2}}^{2}+\int_{\Omega} H(\epsilon(u), \theta)-H_{, \theta}(\epsilon(u), \theta) \theta \mathrm{d} x
\end{align*}
$$

and the entropy inequality in the integral form

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega} \eta \mathrm{d} x=\int_{\Omega} \sigma \mathrm{d} x \geq 0 \tag{1.19}
\end{equation*}
$$

The latter inequality implies that the functional

$$
\begin{align*}
F & =F\{u, \theta)=\int_{\Omega}(\sim \tau) \mathrm{d} x  \tag{1.20}\\
& =\frac{\kappa_{2}}{2}\|Q u\|_{L^{2}}^{2}+\int_{\Omega} H_{\theta}(\epsilon(\boldsymbol{u}), \theta) \mathrm{d} x
\end{align*}
$$

serves as a Lyapunov function for system (1.1)-(1.2), that is,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} F \leq 0 \tag{1.21}
\end{equation*}
$$

for all sufficiently regular solutions.
The stationary state of (1.1)-(1.2) is detected by putting $u_{t}=0$ and $\theta_{t}=0$. Then it follows that the stationary temperature is a constant, denoted by $\bar{\theta}$, satisfying

$$
\begin{equation*}
b=\frac{\kappa_{1}}{2}\|Q u\|_{L^{2}}^{2}+\int_{\Omega} H(\epsilon(u), \bar{\theta})-H_{, \theta}(\epsilon(u), \bar{\theta}) \bar{\theta} \mathrm{d} x, \quad \bar{\theta}>0 \tag{1.22}
\end{equation*}
$$

where $u=u(x)$ stands for the stationary displacement, and

$$
\begin{equation*}
b=E\left(u_{0}, u_{1}, \theta_{0}\right) \tag{1.23}
\end{equation*}
$$

is the total energy determined by the initial data. The stationary displacement $u$ is a solution to the problem

$$
\begin{cases}\left(\kappa_{1}+\kappa_{2} \bar{\theta}\right) Q^{2} u=\nabla \cdot H_{, \epsilon}(\epsilon(u), \bar{\theta}) & \text { in } \Omega  \tag{1.24}\\ u=Q u=0 & \text { on } \partial \Omega\end{cases}
$$

The stationary state for system (1.1)-(1.2) is thus determined by (1.22) and (1.24) along with the positivity of temperature $\bar{\theta}$, namely

$$
\begin{cases}\left(\kappa_{1}+\kappa_{2} \bar{\theta}\right) Q^{2} u=\nabla \cdot H_{, \epsilon}(\epsilon(u), \bar{\theta}) & \text { in } \Omega  \tag{1.25}\\ u=Q u=0 & \text { on } \partial \Omega \\ b=\frac{\kappa_{1}}{2}\|Q u\|_{L^{2}}^{2}+\int_{\Omega} H(\epsilon(u), \bar{\theta})-H_{, \theta}(\epsilon(u), \bar{\theta}) \bar{\theta} d x, & \bar{\theta}>0,\end{cases}
$$

where $(u, \bar{\theta}) \in H_{0}^{1} \cap H^{2}(\Omega) \times \mathbb{R}_{+}$is the stationary solution and $b=E\left(u_{0}, u_{1}, \theta_{0}\right)$ the total energy conserved in system (1.1)-(1.2).

We show that there are two variational structures characterized by $\bar{\theta}$ and $b$, respectively. The first one follows by noting ( 1.25$)_{1}$ is the Euler-Lagrange equation to the functional

$$
\begin{equation*}
J_{\bar{\theta}}(u)=\frac{\kappa_{1}+\kappa_{2} \bar{\theta}}{2}\|Q u\|_{\mathcal{L}^{2}}^{2}+\int_{\Omega} H(\epsilon(u), \bar{\theta}) \mathrm{d} x \tag{1.26}
\end{equation*}
$$

defined for $u \in H_{0}^{1} \cap H^{2}(\Omega)$. Thus we obtain the $\vec{\theta}$-formulation

$$
\left\{\begin{array}{l}
\delta J_{\bar{\theta}}(u)=0, \quad \bar{\theta}>0  \tag{1.27}\\
b=\frac{\kappa_{1}}{2}\|Q u\|_{L^{2}}^{2}+\int_{\Omega} H(\epsilon(u), \bar{\theta})-H_{, \theta}(\epsilon(u), \bar{\theta}) \bar{\theta} \mathrm{d} x
\end{array}\right.
$$

of the stationary problem (1.25), where the first variation $\delta J_{\bar{\theta}}(u)$ of $J_{\bar{\theta}}(u)$ is defined by

$$
\left(\delta J_{\widetilde{\theta}}(u), w\right)_{L^{2}}=\left.\frac{\mathrm{d}}{\mathrm{~d} s} J_{\bar{\theta}}(u+s w)\right|_{s=0}, \quad w \in H_{0}^{1} \cap H^{2}(\Omega)
$$

On the basis of this variational structure, several stabilities of critical points of $J_{\bar{\theta}}$ can be defined as follows.

Definition 1 ( $\bar{\theta}$-stabilities) (i) A critical point $\bar{\mu} \in H_{0}^{1} \cap H^{2}(\Omega)$ of $J_{\bar{\theta}}$ is said to be $\bar{\theta}$-linearized stable if the quadratic form

$$
Q_{\bar{\theta}, \bar{u}}(w, w)=\left.\frac{\mathrm{d}^{2}}{\mathrm{~d} s^{2}} J_{\bar{\theta}}(\bar{u}+s w)\right|_{s=0}
$$

is positive definite, i.e., $Q_{\overline{\bar{\theta}}, \bar{u}}(w, w)>0$ for any $w \in H_{0}^{2} \cap H^{2}(\Omega) \backslash\{0\}$.
(ii) A critical point $\bar{u} \in H_{0}^{1} \cap H^{2}(\Omega)$ of $J_{\bar{\theta}}$ is said to be $\bar{\theta}$-infinitesimally stable if there is $\varepsilon_{0}>0$ such that any $\varepsilon_{1} \in\left(0, \varepsilon_{0} / 4\right]$ admits $\delta_{0}>0$ such that $\|\nabla(u-\bar{u})\|_{\boldsymbol{H}^{1}}<\varepsilon_{0}$ and $J_{\bar{\theta}}(u)-J_{\bar{\theta}}(\bar{u})<\delta_{0}$ imply $\|\nabla(u-\bar{u})\|_{H^{1}}<\varepsilon_{1}$.
(iii) A critical point $\bar{u} \in H_{0}^{1} \cap H^{2}(\Omega)$ of $J_{\bar{\theta}}$ is said to be $\bar{\theta}$-locally minimal if it is a local minimizer of $J_{\bar{\theta}}$ on $H_{0}^{1} \cap H^{2}(\Omega)$, i.e., there is $\bar{\varepsilon}_{0}>0$ such that $\|\nabla(u-\bar{u})\|_{H^{\prime}} \leq \bar{\varepsilon}_{0}$ implies $J_{\bar{\theta}}(u)-J_{\bar{\theta}}(\bar{u}) \geq 0$.

We note that the linearized stability is the strongest stability while the local minimality is the weakest stability.

The second variational structure, characterized by $b$, follows from the fact that the stationary temperature $\bar{\theta}>0$ can be uniquely determined by $b$ and $u$ in a nonempty open set $V_{b}$ in $H_{0}^{1} \cap H^{2}(\Omega)$ through the energy conservation $b=E(u, 0, \bar{\theta})$. To see this we recall the assumption (1.3) and the form (1.4) of $H=H(\epsilon, \theta)$. Then the third equation in (1.25), which is the balance of energy, can be expressed equivalently as

$$
\begin{equation*}
e_{*}(\bar{\theta}):=f_{*}(\bar{\theta})-\bar{\theta} f_{*}^{\prime}(\bar{\theta})=\frac{1}{|\Omega|}\left(b-\frac{\kappa_{1}}{2}\|Q u\|_{L^{2}}^{2}-\int_{\Omega} W_{1}(\epsilon(u)) \mathrm{d} x\right) \tag{1.28}
\end{equation*}
$$

where $e_{*}$ is the thermal part of the internal energy. By assumption (1.3) $f_{*}$ is strictly concave on $\mathbb{R}_{+}$, and since

$$
e_{*}^{\prime}=\left(f_{*}-\theta f_{*}^{\prime}\right)^{\prime}=-\theta f_{*}^{\prime \prime}>0 \quad \text { for } \theta>0
$$

$e_{*}$ is a strictly monotone increasing function on $\mathbb{R}_{+}$. Thus a unique inverse function $e_{*}^{-1} \in C^{1}\left(\left(s^{-}, s^{+}\right), \mathbb{R}_{+}\right)$can be defined, where $\left(s^{-}, s^{+}\right)=e_{*}\left(\mathbb{R}_{+}\right)$, and equation (1.28) is rewritten as

$$
\begin{gather*}
\bar{\theta}=e_{*}^{-1}\left(\frac{b-\mathcal{I}_{1}(u)}{|\Omega|}\right)=: \Theta(b, u),  \tag{1.29}\\
\mathcal{I}_{1}(u)=\frac{\kappa_{1}}{2}\|Q u\|_{L^{2}}^{2}+\int_{\Omega} W_{1}(\epsilon(u)) \mathrm{d} x .
\end{gather*}
$$

Then the stationary problem (1.25) is reformulated as the nonlinear eigenvalue problem with non-local terms

$$
\begin{cases}\left(\kappa_{1}+\kappa_{2} \Theta(b, u)\right) Q^{2} u=\nabla \cdot H_{1} \epsilon(\epsilon(u), \Theta(b, u)) & \text { in } \Omega  \tag{1.30}\\ u=Q u=0 & \text { on } \partial \Omega\end{cases}
$$

Let,

$$
\mathcal{I}_{2}(u)=\frac{\kappa_{2}}{2}\|Q u\|_{L^{2}}^{2}+\int_{\Omega} W_{2}(\epsilon(u)) \mathrm{d} x .
$$

Then it follows from the first equation of (1.25) that

$$
\begin{equation*}
\delta \mathcal{I}_{1}(u)=-\bar{\theta} \delta \mathcal{I}_{2}(u) \tag{1.31}
\end{equation*}
$$

Further, let

$$
\begin{equation*}
\Phi(s)=\int_{s}^{s} \frac{\mathrm{~d} \tau}{e_{*}^{-1}(\tau)} \tag{1.32}
\end{equation*}
$$

for a constant $\tilde{s} \in\left(s^{-}, s^{+}\right)$. Then, by (1.29), we see that $\Phi \in C^{2}\left(\left(s^{-}, s^{+}\right), \mathbb{R}\right)$ is strictly monotone increasing. Moreover, we note that (1.31) is the EulerLagrange equation to the $C^{2}$-functional

$$
\begin{equation*}
\mathcal{J}_{b}(u)=-\Phi\left(\frac{b-\mathcal{I}_{1}(u)}{|\Omega|}\right)+\frac{1}{|\Omega|} \mathcal{I}_{2}(u) \tag{1.33}
\end{equation*}
$$

This functional is defined for $u \in V_{b}$, where

$$
\begin{equation*}
V_{b}=\left\{u \in H_{0}^{1} \cap H^{2}(\Omega) \left\lvert\, \frac{b-\mathcal{I}_{1}(u)}{|\Omega|} \in\left(s^{-}, s^{+}\right)\right.\right\} \tag{1.34}
\end{equation*}
$$

is a non-empty open set in $H_{0}^{1} \cap H^{2}(\Omega)$. Thus we obtain the $b$-formulation

$$
\begin{equation*}
\delta \mathcal{J}_{b}(u)=0 \tag{1.35}
\end{equation*}
$$

of the stationary problem (1.25), where $b=E\left(u_{0}, u_{1}, \theta_{0}\right)$ and $\theta_{0}>0$.
Similarly to $\bar{\theta}$-stabilities, $b$-stabilities of critical points of $\mathcal{J}_{b}$ can be defined.

Definition 2 (b-stabilities) (i) A critical point $\bar{u} \in V_{b}$ of $\mathcal{J}_{b}$ is said to be b-linearized stable if the quadratic form

$$
\mathcal{Q}_{b, \bar{u}}(w, w)=\left.\frac{\mathrm{d}^{2}}{\mathrm{~d} s^{2}} \mathcal{J}_{k}(\bar{u}+s w)\right|_{s=0}
$$

is positive definite, i.e., $\mathcal{Q}_{b, \bar{u}}(w, w)>0$ for any $w \in H_{0}^{1} \cap H^{2}(\Omega) \backslash\{0\}$.
(ii) A critical point $\bar{u} \in V_{b}$ of $\mathcal{J}_{b}$ is said to be b-infinitesimally stable if there is $\varepsilon_{0}>0$ such that any $\varepsilon_{1} \in\left(0, \varepsilon_{0} / 4\right\}$ admits $\delta_{0}>0$ such that $\| \nabla\{u-$ $\bar{u}) \|_{H^{1}}<\varepsilon_{0}$ and $\mathcal{J}_{b}(u)-\mathcal{J}_{b}(\bar{u})<\delta_{0}$ imply $\|\nabla(u-\bar{u})\|_{H^{1}}<\varepsilon_{1}$.
(iii) A critical point $\bar{u} \in V_{b}$ of $\mathcal{J}_{b}$ is said to be $b$-locally minimal if it is a local minimizer of $\mathcal{J}_{\delta}$ on $V_{b}$, i.e., there is $\vec{E}_{0}>0$ such that $\|\nabla(u-\bar{u})\|_{H^{\prime}} \leq \vec{\varepsilon}_{0}$ implies $\mathcal{J}_{b}(u)-\mathcal{J}_{b}(\bar{u}) \geq 0$.

### 1.5 SEMI-DUALITY

Assumption (1.3) implies the inequality

$$
H(\epsilon, \theta)-H(\epsilon, \bar{\theta}) \geq H_{\theta}(\epsilon, \theta)(\theta-\bar{\theta}) .
$$

Therefore, for any nonstationary state ( $u, \theta$ ) we have

$$
\begin{aligned}
b & =\frac{1}{2}\left\|u_{t}\right\|_{L^{2}}^{2}+\frac{\kappa_{1}}{2}\|Q u\|_{L^{2}}^{2}+\int_{\Omega} H(\epsilon(u), \theta)-\theta H_{, \theta}(\epsilon(u), \theta) \mathrm{d} x \\
& \geq \frac{\kappa_{1}}{2}\|Q u\|_{L^{2}}^{2}+\int_{\Omega} H(\epsilon(u), \theta)-\theta H_{, \theta}(\epsilon(u), \theta) \mathrm{d} x \\
& \geq \frac{\kappa_{1}}{2}\|Q u\|_{L^{2}}^{2}+\int_{\Omega} H(\epsilon(u), \bar{\theta})-\bar{\theta} H_{, \theta}(\epsilon(u), \theta) \mathrm{d} x \\
& =\frac{\kappa_{1}+\kappa_{2} \bar{\theta}}{2}\|Q u\|_{L^{2}}^{2}+\int_{\Omega} H(\epsilon(u), \bar{\theta}) \mathrm{d} x-\frac{\kappa_{2} \bar{\theta}}{2}\|Q u\|_{L^{2}}^{2}-\int_{\Omega} \bar{\theta} H_{, \theta}(\epsilon(u), \theta) \mathrm{d} x \\
& =J_{\bar{\theta}}(u)-\bar{\theta} F(u, \theta) .
\end{aligned}
$$

This shows the relation

$$
\begin{equation*}
\bar{\theta} F(u, \theta)+b \geq J_{\bar{\theta}}(u) \tag{1.36}
\end{equation*}
$$

between the Lyapunov functional $F$ and the variational functional $J_{\bar{\theta}}$, called the semi-unfolding-minimality. A system is said to have the property of semidual variation (or simply, semi-duality) if its Lyapunov functional satisfies the semi-unfolding-minimality relation [33].

In a similar manner one can show the semi-duality property for the variational functional $\mathcal{J}_{1}$.

The semi-duality properties play the key role in the proof of the results on dynamical stability of stationary solutions to system (1.1)-(1.2). The results are precisely formulated in Section 3. Here we describe them in short.

### 1.6 SUMMARY OF RESULTS

By virtue of the semi-duality structure we prove that the dynamical stability of stationary solutions may be derived both from the $\bar{\theta}$-infinitesimal stability and from the $b$-infinitesimal stability. Next, we show that any $\bar{\theta}$-stable critical point is $b$-stable. This fact can be regarded as the stabilization of all stationary solutions by the non-local terms. Concerning the existence of stationary solutions, we obtain a global minimizer of the functional $\mathcal{J}_{b}$ by a standard variational method. Then our interest turns to its stability. The infinitesimal stability does not hold in general, but we are able to show the infinitesimal stability of any local minimizer provided that $H$ is real analytic with respect to $\epsilon$. Table 1 shows the established interrelations between the stabilities. They extend the results of [34] to the system (1.1). Concluding, we can claim that there is a dynamically stable stationary solution if $H$ is real analytic with respect to $\epsilon$. In particular, when the total energy $b$ is so small that the trivial solution $u=0$ is unstable, there exists a dynamically stable nontrivial stationary solution.

The application of the established results together with the bifurcation theory is also presented in Section 5, where the total set of the stationary solutions is analyzed in more detail. These results are stated in seven theorems which in an early version have been firstly established in [38]. We regard the total energy $b$ (resp. the absolute temperature $\bar{\theta}$ ) as the bifurcation parameter, and


Table 1 Relations of stabilities
consider the total set of the stationary solutions $(b, u)$ (resp. $(\bar{\theta}, u)$ ). We prove the upper bound $\vec{\theta}^{*}<+\infty$ of the temperature $\bar{\theta}$ for the existence of the nontrivial solution and the a priori estimate $\|u\|_{H^{2}} \leq C\left(\bar{\theta}_{*}\right)$ for the solution $(\bar{\theta}, u)$ satisfying $\bar{\theta} \geq \bar{\theta}_{*}$. Moreover, in the one-dimensional case, $d=1$ and $\Omega=(0, l)$ with $l>0$, we show the bifurcation points from the trivial branch, the superand sub-critical conditions, and the nonexistence of secondary bifurcation. We also prove that any local minimizer of the functional $\mathcal{J}_{b}$ has a definite sign. Then we can describe the bifurcation diagram and conclude that the total set of the stationary solutions is composed of the trivial branch and the nontrivial branches which may intersect only the trivial branch. In the sub-critical case, the bifurcated branch has a turning point in the $(\bar{\theta}, u)$-space. Using the established interrelations between the stabilities, we can observe that the bifurcated branch has a turning point also in the ( $b, u$ )-space. Consequently, the existence of the hetero-clinic orbits and the hysteretic cycle may be suggested by the bifurcation diagram.

### 1.7 Plan of the paper

In Section 2 we outline the thermodynarnic derivation of constitutive relations (1.13) and their specialized forms (1.15). In Section 3 we formulate five theorems on the stabilities which are the main results of the paper. The proofs of these theorems are presented in Section 4. In Section 5 the total set of the stationary solutions is analyzed in more detail by using the main results together with the bifurcation theory.

## 2 OUTLINE OF THE CONSTITUTIVE THEORY

### 2.1 Derivation

We recall from [22] the main steps of the derivation of constitutive relations for strain-gradient thermoviscoelastic systems. These relations include (1.13) and (1.15) as the particular cases. The derivation is based on exploiting the second law of thermodynamics in the form of the entropy inequality with multipliers,
known as the Müller-Liu entropy inequality $[20,19]$.
Assume that $\Omega \in \mathbb{R}^{3}$ is a bounded domain with a smooth boundary, occupied by a solid body in a fixed reference configuration, with constant mass density normalized to unity, $\rho_{0}=1$. The procedure consists of three main steps.

In the first step we consider the usual local forms of balance laws of linear momentum and internal energy, with body forces $b$ and heat sources $g$ :

$$
\begin{align*}
& u_{t t}-\nabla \cdot S=b \\
& \bar{e}_{i}+\nabla \cdot q-S \cdot \epsilon_{i}=g \tag{2.1}
\end{align*}
$$

and the constitutive equations for the stress tensor $S$, the internal energy $\tilde{e}$, and the energy flux $q$ :

$$
\begin{equation*}
S=\hat{S}(Y), \quad \tilde{e}=\hat{e}(Y), \quad q=\hat{g}(Y) \tag{2.2}
\end{equation*}
$$

where

$$
Y=\left(\epsilon, D \epsilon, \cdots, D^{M_{0}} \epsilon, \eta, D_{\eta}, \cdots, D^{K_{0}} \eta, \epsilon_{t}\right), \quad M_{0} \geq 2, \quad K_{0} \geq 1
$$

denotes the set of constitutive variables. This set accounts for long range interactions in the material by the presence of higher strain gradients, and for the material viscosity by the strain rate. Thermal variables are expressed in $Y$ by the entropy $\eta$ and its gradients. Such choice of thermal variables is convenient for the exploitation of the entropy inequality. The notation $\bar{e}$ instead of $e$ is used to indicate that the internal energy is considered as a function of the entropy.

In the second step of the procedure we postulate the Müller-Liu entropy inequality. Applied to system (2.1) with constitutive equations (2.2) it asserts the existence of the entropy flux $\Psi=\hat{\Psi}(Y)$ and the multiplier $\lambda=\hat{\lambda}(Y)$ such that the inequality

$$
\begin{equation*}
\eta_{t}+\nabla \cdot \Psi-\lambda\left(\tilde{e}_{t}+\nabla \cdot q-S \cdot \epsilon_{t}\right) \geq 0 \tag{2.3}
\end{equation*}
$$

is satisfied for all fields $u$ and $\eta$. The following has been proved in [22].
Theorem A (Consequences of the entropy inequality) Assume the structure conditions (A1)-(As):
(A1)

$$
\tilde{e}_{, \eta}(Y)>0 \text { for all } Y
$$

$$
\begin{equation*}
\Psi^{0}=\lambda^{0} q^{0} \tag{A.2}
\end{equation*}
$$

where

$$
q^{0}:=\hat{q}\left(Y^{0}\right) \quad \text { with } \quad Y^{0}:=\left.Y\right|_{\epsilon_{t}=0}
$$

denotes the stationary enengy fiux, and $\lambda^{0}, \Psi^{0}$ are defined similarly;
(A3)

$$
\begin{equation*}
q=q^{0}-\epsilon_{t} \boldsymbol{H} \quad\left(q_{k}=q_{k}^{o}-\left(\epsilon_{t}\right)_{i j} H_{i j k}\right) \tag{2.4}
\end{equation*}
$$

where $\boldsymbol{H}=\left(H_{i j k}\right)=\hat{\boldsymbol{H}}\left(Y^{\prime}\right)$ is a third order tensor.
Then the following relations hold:
(i) internal energy

$$
\tilde{e}=\hat{e}(\epsilon, D \epsilon, \eta) ;
$$

(ii) energy multiplier

$$
\lambda=\hat{\lambda}(\epsilon, D \epsilon, \eta)=\frac{1}{\tilde{e}_{, 7}}>0
$$

(iii) entropy flux

$$
\begin{align*}
\Psi & =\lambda q^{0}+\lambda \epsilon_{t}\left(\bar{e}_{, D \epsilon}-H\right) \\
\left(\Psi_{k}\right. & \left.=\lambda q_{k}^{0}+\lambda\left(\epsilon_{t}\right)_{i j}\left(\tilde{e}_{\varepsilon_{i j, k}}-H_{i j k}\right)\right) \tag{2.5}
\end{align*}
$$

(iv) stres. tensor

$$
\begin{align*}
S & =\frac{\delta \tilde{e}}{\delta \epsilon}-\frac{1}{\lambda}\left(\tilde{e}_{,} D_{\epsilon}-H\right) \nabla \lambda+S^{\mathrm{d}}  \tag{2.6}\\
\left(S_{i j}\right. & \left.=\tilde{e}_{\epsilon_{i}}-\partial_{k} \bar{e}_{\epsilon_{i j}, k}-\frac{1}{\lambda}\left(\tilde{e}_{i j, k}-H_{i j k}\right) \lambda_{, k}+S_{i j}^{\mathrm{d}}\right),
\end{align*}
$$

where

$$
\frac{\delta \bar{e}}{\delta \epsilon}=\tilde{e}_{, \epsilon}-\nabla \cdot \tilde{e}_{1} D \epsilon ;
$$

(v) residual dissipation inequality

$$
\begin{equation*}
\epsilon_{t} \cdot\left(\lambda S^{d}\right)+\nabla \lambda \cdot q^{0} \geq 0 \tag{2.7}
\end{equation*}
$$

for all fields $u$ and $\eta$.
We complement the above theorem by the following remarks:

- Assumption (A1) is a nondegeneracy condition for the potential $\bar{e}$. Under thermal stability postulate the Legendre (duality) transformations show that (A1) means the positivity of temperature.
- The energy and entropy fluxes include extra (unconventional) terms involving an arbitrasy third order tensor $H$. Fluxes $\Psi$ and $q$ are related by the equation

$$
\begin{equation*}
\Psi-\lambda q=\lambda \epsilon_{t} \tilde{e}_{, D} \mathbf{\varepsilon} \tag{2.8}
\end{equation*}
$$

- Entropy inequality does not impose any restrictions on the tensor $H$.

In the third step of the procedure we presuppose that the energy multiplier $\lambda$ is an additional independent variable and treat the equation in assertion (ii) of Theorem A as an additional constraint. Then, setting

$$
\begin{equation*}
\theta=\frac{1}{\lambda} \tag{2.9}
\end{equation*}
$$

we have

$$
\begin{equation*}
\theta=\bar{e}_{, \eta}(\epsilon, D \epsilon, \eta)>0 . \tag{2.10}
\end{equation*}
$$

With $\lambda$ as independent variable the residual inequality (2.7) takes on the standard form of the dissipation inequality. Then the application of Edelen's decomposition theorem [10] implies the following thermodynamic relations

$$
\begin{equation*}
\frac{S^{\mathrm{d}}}{\theta}=\mathcal{D}_{, \epsilon_{t}}, \quad q^{0} \equiv q^{d}=\mathcal{D}_{, D(1 / \theta)} \tag{2.11}
\end{equation*}
$$

where $\mathcal{D}$ is a dissipation potential which is convex, nonnegative, and homogeneous of certain degree in $\epsilon_{t}$ and $D(1 / \theta)$.

Under thermal stability postulate that the specific heat is strictly positive

$$
\begin{equation*}
c_{0}=\epsilon_{, \theta}=-\theta f_{, \theta \theta}>0, \tag{2.12}
\end{equation*}
$$

the Legendre transformation is applicable. Then $\tilde{e}$ is defined as the conjugate convex function of free energy $f$ with entropy $\eta$ as a dual variable:

$$
\begin{equation*}
\hat{\bar{e}}(\epsilon, D \epsilon, \eta):=\sup _{0<\bar{\theta}<\infty}(\bar{\theta} \eta+\hat{f}(\epsilon, D \epsilon, \bar{\theta})) \leq+\infty \tag{2.13}
\end{equation*}
$$

At $\bar{\theta}=\theta=\hat{\theta}(\epsilon, D \epsilon, \eta)$ where the supremum is attained,

$$
\begin{align*}
& \hat{e}(\epsilon, D \epsilon, \eta)-\hat{f}(\epsilon, D \epsilon, \theta)=\theta \eta,  \tag{2.14}\\
& \tilde{\epsilon}_{, \eta}(\epsilon, D \epsilon, \eta)=\theta .
\end{align*}
$$

Hence, in particular,

$$
\begin{equation*}
\tilde{e}_{, \epsilon}=f_{, \epsilon} \quad \tilde{e}_{, D \epsilon}=f_{, D \epsilon} . \tag{2.15}
\end{equation*}
$$

Due to the convexity, $\vec{e}_{, \eta \eta}>0$, the relation between $\eta$ and $\theta$ defines a transformation. Therefore, one can use alternatively $(u, \eta)$ or $(u, \theta)$ as independent variables.

Summing up, for $(u, \eta)$-variables the governing potential is the internal energy $\bar{e}=\tilde{e}(\epsilon, D \epsilon, \eta)$ which is strictly convex in $\eta$ and such that $\bar{e}_{, \eta}>0$. The equations are the balance laws (2.1), where $q$ is given by (2.4), $S$ by (2.6), $S^{\text {d }}$ and $q^{0}=q^{\mathrm{d}}$ by (2.11), as well as $\theta$ is determined by (2.10).

For ( $u, \theta$ )-variables the potential is the free energy $f(\epsilon, D \epsilon, \theta)$ which is strictly concave with respect to $\theta>0$, related to $\tilde{e}(\epsilon, D \epsilon, \eta)$ by (2.13). Due to (2.15), equation (2.6) transforms to

$$
\begin{equation*}
S=\frac{\delta f}{\delta \varepsilon}-\theta\left(f, D_{\epsilon}-H\right) \nabla \frac{1}{\theta}+S^{\mathrm{d}} \tag{2.16}
\end{equation*}
$$

Thus, in terms of $(u, \theta)$-variables the model equations are the balance laws (2.1) with $q$ given by (2.4), $S$ by (2.16), $S^{d}$ and $q^{0}=q^{d}$ by (2.11). In accord with the duality relations, internal energy $e$, entropy $\eta$, and free energy $f$ are related by

$$
\begin{equation*}
f=e-\theta \eta, \quad \eta=-f, \theta \tag{2.17}
\end{equation*}
$$

### 2.2 Physically realistic equations

The presented above constitutive equations involve an extra, unspecified tensor field $H$. From (2.8) and (2.4), using (2.9) and (2.15), it follows that

$$
\begin{equation*}
\Psi=\frac{q^{\mathrm{d}}}{\theta}+\frac{1}{\theta} \epsilon_{\mathrm{t}}\left(f_{, D \epsilon}-H\right) \equiv \frac{q^{\mathrm{d}}}{\theta}+\epsilon_{t} H^{\eta} \tag{2.18}
\end{equation*}
$$

Thus, the extra energy fux, $-\epsilon_{t} H$, and the extra entropy flux, $\epsilon_{t} H^{\eta}$, are linked by the equality

$$
\begin{equation*}
\epsilon_{t}\left(H+\theta H^{\eta}\right)=\epsilon_{t} f_{, D \epsilon} \tag{2.19}
\end{equation*}
$$

In view of the thermodynamic relations (2.17), the equality (2.19) suggests a physically realistic choice of the extra tensors $H$ and $H^{\eta}$ :

$$
\begin{align*}
H & =e, D_{\epsilon}(\epsilon, D \epsilon, \theta)=f_{, D \epsilon}(\epsilon, D \epsilon, \theta)-\theta f_{, \theta D \epsilon}(\epsilon, D \epsilon, \theta) \\
H^{\eta} & =-\eta, D \epsilon(\epsilon, D \epsilon, \theta)=f_{, \theta D \epsilon}(\epsilon, D \epsilon, \theta) \tag{2.20}
\end{align*}
$$

For $H$ defined by $(2.20)_{1}$ the equation (2.16) for $S$ and (2.4) for $q$ become:

$$
\begin{align*}
S & =\frac{\delta f}{\delta \epsilon}-\theta\left(f_{, D \epsilon}-e_{, D \epsilon}\right) \nabla\left(\frac{1}{\theta}\right)+S^{\mathrm{d}} \\
& =f_{, \epsilon}-\nabla \cdot f_{, D \epsilon}-\eta_{, D \epsilon} \nabla \theta+S^{d} \\
& =f_{, \epsilon}-\nabla \cdot f_{, D \epsilon}+f_{, \theta D \epsilon} \nabla \theta+S^{\mathrm{d}}  \tag{2.21}\\
& =e_{, \epsilon}-\theta \eta_{, \epsilon}-\nabla \cdot e_{, D \epsilon}+\nabla \cdot\left(\theta \eta_{, D \epsilon}\right)-\eta_{, D \epsilon} \nabla \theta+S^{\mathrm{d}} \\
& =\frac{\delta e}{\delta \epsilon}-\theta \frac{\delta \eta}{\delta \epsilon}+S^{\mathrm{d}}
\end{align*}
$$

and

$$
\begin{equation*}
q=q^{\mathrm{d}}-\epsilon_{\mathrm{t}} e_{, D \epsilon} \tag{2.22}
\end{equation*}
$$

where $S^{\mathrm{d}}, q^{\mathrm{d}}$ are defined by (2.11).
In result, inserting (2.21) 5 and (2.22) into (2.1) we arrive at the system

$$
\begin{align*}
& u_{t t}-\nabla \cdot\left(\frac{\delta e}{\delta \epsilon}-\theta \frac{\delta \eta}{\delta \epsilon}+S^{d}\right)=b \\
& e_{t}+\nabla \cdot\left(q^{\mathrm{d}}-\epsilon_{t} e_{1} D_{\epsilon}\right)-\left(\frac{\delta e}{\delta \epsilon}-\theta \frac{\delta \eta}{\delta \epsilon}+S^{\mathrm{d}}\right) \cdot \epsilon_{t}=g \tag{2.23}
\end{align*}
$$

We check now directly that system (2.23) complies with the entropy inequality

$$
\begin{equation*}
\eta_{t}+\nabla \cdot\left(\frac{q^{\mathrm{d}}}{\theta}-\epsilon_{t} \eta_{, D \epsilon}\right)=\sigma+\frac{g}{\theta} \tag{2.24}
\end{equation*}
$$

where

$$
\begin{aligned}
\sigma & =\frac{S^{\mathrm{d}}}{\theta} \cdot \boldsymbol{\epsilon}_{\mathrm{t}}+q^{\mathrm{d}} \cdot \nabla \frac{1}{\theta} \\
& =\mathcal{D}_{, \epsilon_{t}} \cdot \boldsymbol{\epsilon}_{\mathrm{t}}+\mathcal{D}_{\mathcal{D}^{(2 / \theta)}} \cdot \nabla_{\bar{\theta}} \geq 0
\end{aligned}
$$

is the entropy production, nonnegative by the convexity of $\mathcal{D}$.
This follows by noting that since

$$
\begin{aligned}
e_{t} & =(f+\theta \eta)_{t} \\
& =f_{\epsilon} \cdot \epsilon_{t}+f_{, D \epsilon} \cdot \nabla \epsilon_{t}+f_{, \theta} \theta_{t}+\theta_{t} \eta+\theta \eta_{t} \\
& =\theta \eta_{t}+f_{t} \epsilon \cdot \epsilon_{t}+f_{t} D \epsilon \cdot \nabla \epsilon_{t},
\end{aligned}
$$

the left-hand side of equation $(2.23)_{2}$ can be rearranged as

$$
\begin{aligned}
& \theta \eta_{t}+\nabla \cdot\left(q^{d}-\epsilon_{t} e_{, D \epsilon}\right)-\left(e_{, \epsilon}-\nabla \cdot e_{, D \epsilon}-\theta \eta_{, \epsilon}+\theta \nabla \cdot \eta_{, D \epsilon}+S^{d}\right) \cdot \epsilon_{t} \\
& +f_{, \epsilon} \cdot \epsilon_{t}+f_{, D \epsilon} \cdot \nabla \varepsilon_{t} \\
= & \theta \eta_{t}+\nabla \cdot\left(q^{d}-\epsilon_{t} e_{, D \epsilon}\right)+\left(\nabla \cdot \epsilon_{, D \epsilon}-\theta \nabla \cdot \eta_{, D \epsilon}\right) \cdot \epsilon_{t}+f, D \epsilon \cdot \nabla \epsilon_{t}-S^{d} \cdot \epsilon_{t} \\
= & \theta \eta_{t}+\nabla \cdot q^{d}-e_{, D \epsilon} \cdot \nabla \epsilon_{t}-\theta \nabla \cdot\left(\epsilon_{t} \eta_{, D \epsilon}\right)+\theta \eta_{, D \epsilon} \cdot \nabla \epsilon_{t}+f_{, D \epsilon} \cdot \nabla \epsilon_{t}-S^{d} \cdot \epsilon_{t} \\
= & \theta \eta_{t}+\nabla \cdot q^{d}-\theta \nabla \cdot\left(\epsilon_{t} \eta_{, D \epsilon}\right)-S^{d} \cdot \epsilon_{t} .
\end{aligned}
$$

Thus, (2.23) $\mathbf{2}_{2}$ turns into

$$
\theta \eta_{t}+\nabla \cdot q^{d}-\theta \nabla \cdot\left(\epsilon_{t} \eta, D \epsilon\right)-S^{d} \cdot \epsilon_{t}=g,
$$

which is equivalent to (2.24).
Finally, we derive the temperature form of $(2.23)_{2}$. Taking into account that

$$
e_{t}=\left(f-\theta f_{, \theta}\right)_{, \epsilon} \cdot \epsilon_{t}+\left(f \sim \theta f_{, \theta}\right)_{, D \epsilon} \cdot \nabla \epsilon_{t}+c_{0} \theta_{t}
$$

where $c_{0}=-\theta f_{, \theta \theta}$ is the specific heat, and using (2.17), (2.21) $)_{3}$, the left-hand side of ( 2.23$)_{2}$ can be rearranged as follows:

$$
\begin{aligned}
& e_{t}+\nabla \cdot\left(q^{d}-\epsilon_{t} f_{, D \epsilon}+\theta \epsilon_{t} f_{, \theta D \epsilon}\right)-\left(f_{, \epsilon}-\nabla \cdot f_{, D \epsilon}+f_{, \theta D \epsilon} \nabla \theta+S^{d}\right) \cdot \epsilon_{t} \\
= & e_{t}+\nabla \cdot q^{d}-f_{, \epsilon} \cdot \epsilon_{t}-f_{, D \epsilon} \cdot \nabla \epsilon_{t}+\theta\left(\nabla \cdot f_{, \theta D c}\right) \cdot \epsilon_{t}+\theta f_{, \theta D \epsilon} \cdot \nabla \epsilon_{t}-S^{d} \cdot \epsilon_{t} \\
= & c_{0} \theta_{t}+\nabla \cdot q^{d}-\theta f_{, \theta \epsilon} \cdot \epsilon_{t}+\theta\left(\nabla \cdot f_{, \theta D \epsilon}\right) \cdot \epsilon_{t}-S^{d} \cdot \epsilon_{t} .
\end{aligned}
$$

Hence system (2.23), expressed in terms of ( $u, \theta$ )-variables and free energy $f$, considered in space-time domain $\Omega \times(0, T)$, takes the form:

$$
\left\{\begin{array}{l}
u_{t t}-\nabla \cdot\left(f_{, \mathrm{E}}-\nabla \cdot f_{, D \epsilon}+f_{, \theta D \epsilon} \nabla \theta+S^{\mathrm{d}}\right)=b_{t}  \tag{2.25}\\
-\theta f_{, \theta \theta} \theta_{\mathrm{t}}+\nabla \cdot q^{d}=\theta f_{, \theta \epsilon} \cdot \epsilon_{t}-\theta\left(\nabla \cdot f_{, \theta D \epsilon}\right) \cdot \epsilon_{t}+S^{\mathrm{d}} \cdot \boldsymbol{\epsilon}_{\boldsymbol{t}}+g \quad \text { in } \Omega \times(0, T),
\end{array}\right.
$$

with $S^{d}$ and $q^{d}$ defined by (2.11).

## 2.3 "Energetic" and "Entropic" cases

We point on two extreme cases of strain-gradient free energy $f=f(\epsilon, D \epsilon, \theta)$, referred to as "energetic" and "entropic" ones. In accord with (2.17) such cases are characterized by the following relations:
(i) Energetic case

$$
\begin{equation*}
f_{, D \epsilon}=e, D \epsilon \quad \Leftrightarrow \quad \eta_{, D \epsilon}=-f_{, \theta D \epsilon}=0 \tag{2.26}
\end{equation*}
$$

This means that the strain gradient, $D \epsilon$, contained in $f$ fully contributes to the internal energy $e$. Such situation is typical for shape memory models (see e.g. [11, 12, 22, 27]). Then system (2.25) reduces to the form

$$
\left\{\begin{array}{l}
u_{t t}-\nabla \cdot\left(f_{\epsilon}-\nabla \cdot f_{, D \epsilon}+S^{\mathrm{d}}\right)=b,  \tag{2.27}\\
-\theta f_{, \theta \theta} \theta_{t}+\nabla \cdot q^{\mathrm{d}}=\theta f_{, \theta \epsilon} \cdot \epsilon_{t}+S^{\mathrm{d}} \cdot \epsilon_{t}+g \quad \text { in } \Omega \times(0, T) .
\end{array}\right.
$$

(ii) Entropic case

$$
\begin{align*}
e, D \epsilon=0 & \Leftrightarrow f_{, D \epsilon}=-\theta \eta_{, D \epsilon}=\theta f_{, \theta D \epsilon} \\
& \Leftrightarrow\left(\frac{f}{\theta}\right)_{, \theta D \epsilon}=\mathbf{0} . \tag{2.28}
\end{align*}
$$

This means that the strain gradient, $D \epsilon$, contained in $f$ fully contributes to the entropy $\eta$. This case is characteristic for polymeric materials (see e.g. [8], and the references in [4]). Then system (2.25) turns into the form (see [22, eq. (61)]):

### 2.4 Specialized equations

Let us consider system (2.25) with the free energy $f$ and the dissipation potential $\mathcal{D}$, defined by (1.9) and (1.10), respectively. Then, in accord with (2.11),

$$
\begin{aligned}
& q^{\mathrm{d}}=\mathcal{D}_{, D(1 / \theta)}=k \theta^{2} \nabla \frac{1}{\theta}=-k \nabla \theta, \\
& S^{\mathrm{d}}=\theta \mathcal{D}_{, \epsilon_{t}}=\left(\nu_{1}+\nu_{2} \theta\right) B \epsilon_{t} .
\end{aligned}
$$

Moreover, in such a case,

$$
f_{, \theta \theta}=H_{, \theta \theta}, \quad f_{, \theta \epsilon}=H_{, \theta \epsilon}, \quad f_{, \epsilon}=H_{, \epsilon},
$$

and, due to symmetry of tensor $\boldsymbol{A}$,

$$
\begin{align*}
Q u & =\nabla \cdot \boldsymbol{A \epsilon}(u)=\nabla \epsilon(u) A \\
f_{, D \epsilon} & =\left(\kappa_{1}+\kappa_{2} \theta\right) \boldsymbol{A}(\nabla \epsilon A)=\left(\kappa_{1}+\kappa_{2} \theta\right) A Q u, \\
\nabla \cdot f_{, D \epsilon} & =\left(\kappa_{1}+\kappa_{2} \theta\right) \nabla \cdot(A Q u)+\kappa_{2}(A Q u) \nabla \theta,  \tag{2.30}\\
& =\left(\kappa_{1}+\kappa_{2} \theta\right) A \epsilon(Q u)+\kappa_{2}(A Q u) \nabla \theta, \\
f_{, \theta D \epsilon} & =\kappa_{2} A Q u, \\
\nabla \cdot f_{, \theta D \epsilon} & =\kappa_{2} A \epsilon(Q u) .
\end{align*}
$$

This follows from the following componentwise relations:

$$
\begin{aligned}
&(Q u)_{i}=(\nabla \cdot A \epsilon(u))_{i}=\left(\partial_{j} A_{i j k l} \epsilon_{k l}(u)\right)_{i} \\
&=\left(A_{i j k l} \epsilon_{k l, j}(u)\right)_{i}=\left(\epsilon_{k l, j}(u) A_{i j k l}\right)_{i} \\
&=(\nabla \epsilon(u) A)_{i}, \\
&(f, D \epsilon)_{p q r}=\left(\left(\frac{\kappa}{2}|Q u|^{2}\right)_{, D \epsilon}\right)_{p q r} \\
&=\left(\left(\frac{\kappa}{2}|\nabla \epsilon(u) A|^{2}\right)_{, D \varepsilon}\right)_{p q r}=\left(\left(\frac{\kappa}{2}\left|\epsilon_{k l, j} A_{k l j i}\right|^{2}\right)_{, \epsilon_{p q, r}}\right)_{p q r} \\
&=\kappa\left(\left(\epsilon_{k l, j} A_{k l j i}\right) A_{p q r i}\right)_{p q r}=\kappa\left(A_{p q r i}(Q u)_{i}\right)_{p q r} \\
&=\kappa(A Q u)_{p q r}, \\
&\left(\nabla \cdot f_{\left., D_{\epsilon}\right)_{i j}}\right.=\left(\partial_{k}\left(\kappa A_{i j k l}(Q u)_{l}\right)\right)_{i j} \\
&= \kappa\left(\partial_{k}\left(A_{i j k l}(Q u)_{l}\right)\right)_{i j}+\left(A_{i j k l}(Q u)_{l} \kappa_{, k}\right)_{i j} \\
&= \kappa\left(A_{i j k l}(Q u)_{l, k}\right)_{i j}+\kappa_{2}\left(A_{i j k l}(Q u)_{l} \theta_{, k}\right)_{i j} \\
&=\kappa\left(A_{i j k l} \epsilon_{l k}(Q u)\right)_{i j}+\kappa_{2}\left(A_{i j k l}(Q u)_{l} \theta_{, k}\right)_{i j} \\
&=\kappa(A \epsilon(Q u))_{i j}+\kappa_{2}((A Q u) \nabla \theta)_{i j},
\end{aligned}
$$

where $\kappa=\kappa_{1}+\kappa_{2} \theta$. Then system (2.25) turns into

$$
\left\{\begin{array}{c}
u_{t t}-\nabla \cdot\left\{H_{, \epsilon}-\left(\kappa_{1}+\kappa_{2} \theta\right) A \epsilon(Q u)+\left(\nu_{1}+\nu_{2} \theta\right) B \in\left(u_{t}\right)\right\}=b  \tag{2.31}\\
-\theta H_{, \theta \theta} \theta_{t}-k \Delta \theta=\theta H_{, \theta \epsilon} \cdot \epsilon_{t}-\kappa_{2} \theta(A \epsilon(Q u)) \cdot \epsilon_{t} \\
+\left(\nu_{1}+\nu_{2} \theta\right) B \epsilon_{t} \cdot \epsilon_{t}+g \quad \text { in } \Omega \times(0, T)
\end{array}\right.
$$

which for $b=0, g=0$ provides equations (1.1). In the energetic case $\kappa_{1}>0$, $\kappa_{2}=0$ whereas in the entropic one, $\kappa_{1}=0, \kappa_{2}>0$.

### 2.5 Master structure

We point out a master structure of system (2.25) (equivalently (2.23)), comprising (1.1) as a special case. This structure is a direct consequence of the presented derivation procedure. In particular, it provides the total energy conservation, natural boundary conditions and the Lyapunov functional.

Formally, assuming that the functions $u$ and $\theta>0$ are sufficiently regular and multiplying scalarly equation $(2.1)_{1}$ by $u_{t}$, we obtain the balance equation for the kinetic energy

$$
\begin{equation*}
\left(\frac{1}{2}\left|u_{t}\right|^{2}\right)_{t}-\nabla \cdot\left({ }^{t} S u_{t}\right)+S \cdot \epsilon_{t}=u_{t} \cdot b \tag{2.32}
\end{equation*}
$$

with $S$ given by (2.21). Summing up (2.32) and the internal energy balance $(2.23)_{2}$ gives the total energy balance in the local form

$$
\begin{equation*}
\left(e+\frac{1}{2}\left|\boldsymbol{u}_{t}\right|^{2}\right)_{t}+\nabla \cdot\left(-^{t} S \boldsymbol{u}_{t}+q^{\mathrm{d}}-\boldsymbol{\epsilon}_{\boldsymbol{t}} e_{, D \epsilon}\right)=\boldsymbol{u}_{t} \cdot b+g . \tag{2.33}
\end{equation*}
$$

Integrating (2.33) over $\Omega$ leads to

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega}\left(e+\frac{1}{2}\left|u_{t}\right|^{2}\right) \mathrm{d} x+\int_{\partial \Omega}\left\{-(S n) \cdot u_{t}+n \cdot\left(q^{\mathrm{d}}-\epsilon_{t} e_{, D \epsilon}\right)\right\} \mathrm{d} S \\
= & \int_{\Omega} u_{t} \cdot b+g \mathrm{~d} x
\end{aligned}
$$

where $n$ denotes the outer unit normal vector on $\partial \Omega$. Hence it follows that if $b=0, g=0$, and the boundary conditions on $\partial \Omega$ imply that

$$
\begin{equation*}
(S n) \cdot u_{t}=0, \quad n \cdot\left(q^{d}-\epsilon_{t} e_{, D \epsilon}\right)=0, \tag{2.34}
\end{equation*}
$$

then solutions of system (2.23) satisfy the total energy conservation

$$
\begin{equation*}
\frac{\mathrm{d} E}{\mathrm{~d} t}=0 \tag{2.35}
\end{equation*}
$$

with

$$
E=\int_{\Omega} e+\frac{1}{2}\left|u_{t}\right|^{2} \mathrm{~d} x
$$

Further, multiplying the entropy equation (2.24) by a constant $\alpha>0$ and subtracting from (2.33), we get the so-called availability identity and the corresponding inequality

$$
\begin{align*}
& \left(e+\frac{1}{2}\left|u_{t}\right|^{2}-\alpha \eta\right)_{t}+\nabla \cdot\left\{-{ }^{t} S u_{t}+\left(q^{\mathrm{d}}-\epsilon_{t} e_{, D \epsilon}\right)-\alpha\left(\frac{q^{\mathrm{d}}}{\theta}-\epsilon_{t} \eta_{, D \epsilon}\right)\right\} \\
= & -\alpha \sigma+u_{t} \cdot b+\left(1-\frac{\alpha}{\theta}\right) g \leq u_{t} \cdot b+\left(1-\frac{\alpha}{\theta}\right) g . \tag{2.36}
\end{align*}
$$

Integrating (2.36) over $\Omega$ gives

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega!}\left(e+\frac{1}{2}\left|u_{t}\right|^{2}-\alpha \eta\right) \mathrm{d} x \\
& \quad+\int_{\partial \Omega}\left\{-(S n) \cdot u_{t}+n \cdot\left(q^{\mathrm{d}}-\epsilon_{t} e_{, D \epsilon}\right)-\alpha n \cdot\left(\frac{q^{\mathrm{d}}}{\theta}-\epsilon_{t} \eta, D_{\epsilon}\right)\right) \mathrm{d} S \\
& \leq \int_{\Omega} u_{t} \cdot b+\left(1-\frac{\alpha}{\theta}\right) g \mathrm{~d} x .
\end{aligned}
$$

Hence, it follows that if $b=0, g=0$, and the boundary conditions on $\partial \Omega$ imply in addition to (2.34) that

$$
\begin{equation*}
n \cdot\left(\frac{q^{d}}{\theta}-\epsilon_{t} \eta_{1} D \epsilon\right)=0 \tag{2.37}
\end{equation*}
$$

then solutions of system (2.23) satisfy the Lyapunov inequality

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega} e+\frac{1}{2}\left|u_{t}\right|^{2}-\alpha \eta \mathrm{d} x \leq 0 \tag{2.38}
\end{equation*}
$$

Setting $\alpha=1$ we can see with the aid of the total energy conservation (2.35) that

$$
\begin{equation*}
F=\int_{\Omega}(-\eta) \mathrm{d} x=\int_{\Omega} f_{, \theta} \mathrm{d} x \tag{2.39}
\end{equation*}
$$

serves as a particular Lyapunov function satisfying

$$
\frac{\mathrm{d} F}{\mathrm{~d} t} \leq 0
$$

3 Main results

### 3.1 Theorems on stabilities

The first result of this paper is on the dynamical stability of $\bar{\theta}$-infinitesimally stable stationary solutions of system (1.1)-(1.2).

Theorem 1 Assume that $\theta \mapsto H(\cdot, \theta)$ is concave. Let $\bar{\theta}>0$ be a constant and $\bar{u} \in H_{0}^{1} \cap H^{2}(\Omega)$ an infinitesimally stable critical point of $J_{\bar{\theta}}$ such that $E(\bar{u}, 0, \bar{\theta})=b=E\left(u_{0}, u_{1}, \theta_{0}\right)$. Then $(\bar{u}, \bar{\theta})$ is dynamically stable in the sense that any $\varepsilon>0$ admits $\delta>0$ such that

$$
\begin{align*}
& \left\|\nabla\left(u_{0}-\bar{u}\right)\right\|_{H^{1}}<\delta, \quad\left|F\left(u_{0}, \theta_{0}\right)-F(\bar{u}, \bar{\theta})\right|<\delta \\
\text { imply } \quad & \sup _{t \geq 0}\|\nabla(u(\cdot, t)-\bar{u})\|_{H^{1}}<\varepsilon, \quad \sup _{t \geq 0}|F(u(\cdot, t), \theta(\cdot, t))-F(\bar{u}, \bar{\theta})|<\varepsilon, \tag{3.1}
\end{align*}
$$

where $(u, \theta)=\{u(\cdot, t\rangle, \theta(\cdot, t))$ is a solution to 'system (1.1)-(1.2), satisfying $u \in$ $C\left([0,+\infty), H^{2}(\Omega)\right)$ and $\theta>0$.

In the case of system (1.1)-(1.2) with $\kappa_{2}=\nu_{2}=0$ this result has been proved in [34].

Assume that $H=H(\epsilon, \theta)$ takes the form (1.4)-(1.5) with functions $W_{i}(\epsilon)$ satisfying the growth rates

$$
\begin{equation*}
\left|W_{i, \mathrm{E}}(\epsilon)\right| \leq C|\epsilon|^{K_{i}-1} \tag{3.2}
\end{equation*}
$$

for large $|\epsilon|$, where $i=1,2$,

$$
0 \leq K_{i}<6 \quad \text { if } d=3, \quad 0 \leq K_{i}<\infty \quad \text { if } d=2
$$

Then Theorem 1 implies the following specialized form of the dynamical stability.

Corollary 1 In addition to the assumption of Theorem 1, suppose that $H=$ $H(\epsilon, \theta)$ takes the form (1.4)-(1.5) with (3.2). Then $(\bar{u}, \bar{\theta})$ is dynamically stable in the sense that any $\varepsilon>0$ admits $\delta>0$ such that

$$
\begin{gather*}
\left\|\nabla\left(u_{0}-\bar{u}\right)\right\|_{H^{1}}<\delta, \quad\left|\frac{1}{|\Omega|} \int_{\Omega} f_{*}^{\prime}\left(\theta_{0}\right) \mathrm{d} x-f_{*}^{\prime}(\bar{\theta})\right|<\delta \\
\text { imply } \quad \sup _{t \geq 0}\|\nabla(u(\cdot, t)-\bar{u})\|_{H^{l}}<\varepsilon, \quad \sup _{i \geq 0}\left|\frac{1}{|\Omega|} \int_{\Omega} f_{*}^{\prime}(\theta(\cdot, t)) \mathrm{d} x-f_{*}^{\prime}(\bar{\theta})\right|<\varepsilon,
\end{gather*}
$$

where $(u, \theta)=(u(\cdot, t), \theta(\cdot, t))$ is a solution to system (1.1)-(1.2), satisfying $u \in$ $C\left([0,+\infty), H^{2}(\Omega)\right)$ and $\theta>0$.

The second result concerns the dynamical stability of $b$-infinitesimally stable stationary solutions.

Theorem 2 Assume that $H=H(\epsilon, \theta)$ takes the form (1.4)-(1.5), $\theta \mapsto H(\cdot \theta)$ is strictly concave, and (3.2) holds. Let $b=E\left(u_{0}, u_{1}, \theta_{0}\right), \bar{u} \in V_{b}$ be an infinitesimally stable critical point of $\mathcal{J}_{b}$, and $\bar{\theta}=\Theta(b, \bar{u})$. Then $(\bar{u}, \bar{\theta})$ is dynamically stable in the sense that any $\varepsilon>0$ admits $\delta>0$ such that the implication (3.1) holds, where $(u, \theta)=(u(\cdot, t), \theta(\cdot, t))$ is a solution to system (1.1)-(1.2), satisfying $u \in C\left([0,+\infty), H^{2}(\Omega)\right)$ and $\theta>0$.

Corollary 2 Under the assumption of Theorem 2, $(\bar{u}, \vec{\theta})$ is dynamically stable in the sense that any $\varepsilon>0$ admits $\delta>0$ such that the implication (3.3) holds, where $(u, \theta)=(u(\cdot, t), \theta(\cdot, t))$ is a solution to system $(1,1)-(1.2)$, satisfying $u \in$ $C\left([0,+\infty), H^{2}(\Omega)\right)$ and $\theta>0$.

Given a stationary solution $(b, u)$, one can conclude the dynamical stabilities both by Theorem I and by Theorem 2. These dynamical stabilities are the same, and so there may arise a question concerning the relation between $\vec{\theta}$ - and $b$-stabilities. The following theorem asserts that $\bar{\theta}$-stabilities are stronger than b-stabilities.

Theorem 3 Assume that $H=H(\epsilon, \theta)$ takes the form (1.4)-(1.5) and $\theta \mapsto$ $H(\cdot, \theta)$ is strictly concave. Let $b=E\left(u_{0}, u_{1}, \theta_{0}\right), \theta_{0}>0$, and $\bar{u} \in V_{b}$ be a critical point of $\mathcal{J}_{b}$. Then $\bar{u}$ is a critical point of $J_{\bar{\theta}}$ on $H_{0}^{1} \cap H^{2}(\Omega)$, where $\bar{\theta}=\Theta(b, u)$, and the following facts hold.
(i) If $\bar{u}$ is $\bar{\theta}$-infinitesimally stable, then $\bar{u}$ is $b$-infinitesimally stable.
(ii) If $\bar{u}$ is $\bar{\theta}$-locally minimal, then $\bar{u}$ is b-locally minimal.
(iii) If $\bar{u}$ is $\bar{\theta}$-linearized stable, then $\bar{u}$ is $b$-linearized stable.

Concerning the existence of a stationary solution, we can prove the existence of a global minimizer of the functional $\mathcal{J}_{b}$. For this purpose, we assume the
growth rates (3.2) and suppose that functions $W_{i}=W_{i}(\epsilon)$ are bounded from below, i.e.,

$$
\begin{equation*}
W_{i}(\epsilon) \geq-C_{i} \tag{3.4}
\end{equation*}
$$

$i=1,2$, which implies that $J_{\bar{\theta}}$ and $\mathcal{J}_{b}$ are bounded from below and coercive. There exists a global minimizer of $J_{\bar{\theta}}$ provided that $\kappa_{1}+\kappa_{2} \bar{\theta}>0$,

$$
\begin{equation*}
H(\epsilon, \bar{\theta}) \geq-C_{0} \tag{3.5}
\end{equation*}
$$

and the growth rates

$$
\begin{equation*}
\left|H_{, \epsilon}(\epsilon, \bar{\theta})\right| \leq C|\epsilon|^{K_{0}-1} \tag{3.6}
\end{equation*}
$$

for large $|\epsilon|$, where

$$
0 \leq K_{0}<6 \quad \text { if } d=3, \quad 0 \leq K_{0}<\infty \quad \text { if } d=2
$$

Theorem 4 The following facts hold.
(i) Assume that $\kappa_{1}+\kappa_{2} \bar{\theta}>0$, and (3.5), (3.6) hold. Then there exists a global minimizer of $J_{\bar{\theta}}$ on $H_{0}^{1} \cap H^{2}(\Omega)$.
(ii) Assume that $H=H(\epsilon, \theta)$ takes the form (1.4)-(1.5), $\theta \mapsto H(\cdot, \theta)$ is strictiy concave, and (3.2), (3.4) hold. Let $b=E\left(u_{0}, u_{1}, \theta_{0}\right)$ and $\theta_{0}>0$. Then there exists a global minimizer of $\mathcal{J}_{b}$ on $V_{b}$.
We note that a global minimizer of $J_{\bar{\theta}}$ does not necessarily correspond to a global minimizer of $\mathcal{J}_{b}$.

The solution asserted by Theorem 4 (ii) is a global minimizer of $\mathcal{J}_{b}$, which is a solution to the stationary problem (1.25). Although the infinitesimal stability does not hold in general, we are nevertheless able to show the infinitesimal stability of any local minimizer provided that $H$ is real analytic with respect to $\boldsymbol{\epsilon}$. Here, we assume the growth rates

$$
\begin{equation*}
\left|H_{, \epsilon \epsilon}(\epsilon, \bar{\theta})\right| \leq C|\epsilon|^{K_{0}-2} \tag{3.7}
\end{equation*}
$$

for large $|\epsilon|$ where

$$
0 \leq K_{0}<5 \quad \text { if } d=3, \quad 0 \leq K_{0}<\infty \quad \text { if } d=2
$$

which guarantee the elliptic regularity [1] for the stationary problem (1.25).
Theorem 5 The following facts hold.
(i) Let $\bar{\theta}>0$ be a constant. Assume $H(\cdot, \bar{\theta}) \in C^{\omega}(\operatorname{Sym}(d, \mathbb{R}), \mathbb{R})$, and (3.5), (3.7) hold, where $C^{\omega}(\operatorname{Sym}(d, \mathbb{R}), \mathbb{R})$ denotes the set of all real analytic functions on $\operatorname{Sym}(d, \mathbb{R})$. Then any local minimizer $u \in H_{0}^{1} \cap H^{2}(\Omega)$ of $J_{\bar{\theta}}$ is $\overparen{\theta}$-infinitesimally stable.
(ii) Assume that $H=H(\epsilon, \theta)$ takes the form (1.4)-(1.5), $\theta \mapsto H(\cdot, \theta)$ is strictly concave, (3.4), (3.7) hold, and $f_{*} \in C^{\omega}\left(\mathbb{R}_{+}, \mathbb{R}\right), W_{i} \in C^{\omega}(\operatorname{Sym}(d, \mathbb{R}), \mathbb{R})$, $i=1$, 2. Let $b=E\left(u_{0}, u_{1}, \theta_{0}\right)$. Then any local minimizer $u \in V_{b}$ of $\mathcal{J}_{b}$ is $b$-infinitesimally stable.
The above theorems clarify the interrelations between the stabilities, described in Table 1.

### 3.2 REMARK ON EXISTENCE RESULTS

So far system (1.1)-(1.2) has been studied in literature only in the case

$$
\begin{equation*}
A=B, \quad \kappa_{1}=\kappa>0, \quad \nu_{1}=\nu>0 \tag{3.8}
\end{equation*}
$$

For the one-dimensional situation, $d=1$, we refer to $[3,5,16,17,31,32,42]$ and the references therein. In the three-dimensional situation the well-posedness of the system has been studied in $[27,28,23,24,25,41,43]$ in the case $f_{*}(\theta)=$ $-c_{\nu} \theta \log \theta$ and in $[44,26]$ in the case $f_{*}(\theta)=-c_{v} \theta^{2} / 2$. The existence of regular solutions on an arbitrary finite time interval has been established. However, the long-time analysis seems still to remain an open problem.

We recall two recent results in the case $f_{*}(\theta)=-c_{v} \theta^{2} / 2$.
Theorem B ([44]) Assume the following conditions with $K_{0}=0,0 \leq K_{1}<$ $12 / 7$, and $0 \leq K_{2}<6$ :

1. The condition (3.8) holds.
2. $\kappa$ and $\nu$ are any positive constants.
3. $f_{*}(\theta)=-c_{v} \theta^{2} / 2$.
4. (N1) $W_{1}, W_{2} \in C^{3}(\operatorname{Sym}(d, \mathbb{R}), \mathbb{R}) ; W_{2}=W_{2}(\epsilon)$ satisfies the bounds

$$
\begin{equation*}
c_{1}|\epsilon|^{K_{0}}-c_{3} \leq W_{2}(\boldsymbol{\epsilon}) \leq c_{2}\left(|\epsilon|^{K_{2}}+1\right) \tag{3.9}
\end{equation*}
$$

with numbers $0 \leq K_{0} \leq K_{2}, 0 \leq K_{2}<\infty, c_{1}, c_{2}$ positive constants and $c_{3}$ a real constant.
5. (N2) $W_{1}=W_{1}(\epsilon), W_{2}=W_{2}(\epsilon)$ satisfy the growth rates

$$
\begin{array}{ll}
\left|W_{1, \epsilon}(\epsilon)\right| \leq c|\epsilon|^{K_{1}-1}, & \left|W_{1, \epsilon \epsilon}(\epsilon)\right| \leq c|\epsilon|^{K_{1}-2},
\end{array} \quad\left|W_{1, \epsilon \epsilon \epsilon}(\epsilon)\right| \leq c|\epsilon|^{K_{1}-3},
$$

for large $|\epsilon|$, where $0<K_{1}<\infty$.
Let $d=3, T>0$, and the mumbers $p, r \in(1, \infty)$ satisfy the conditions

$$
5<p \leq r<\infty
$$

Then for any $\left(u_{0}, u_{1}, \theta_{0}\right) \in B_{p_{, p}}^{4-2 / p} \times B_{p, p}^{2-2 / p} \times B_{r, r}^{2-2 / r}$ with $\underline{\theta} \leq \theta_{0} \leq \bar{\theta}$, where $\underline{\theta}$ and $\bar{\theta}$ are positive constants, there exists a unique solution $(u, \theta)$ to system (1.1)-(1.2) satisfying

$$
\begin{aligned}
& (u, \theta) \in W_{p}^{4,2}(\Omega \times(0, T)) \times W_{r}^{2,1}(\Omega \times(0, T)) \\
& 0<\theta_{*} \leq \theta \leq \theta^{*}<\infty \quad \text { a.e. in } \Omega \times(0, T)
\end{aligned}
$$

where $\theta_{*}$ and $\theta^{*}$ depend on $T, \underline{\theta}, \bar{\theta}$, and $\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{\mathcal{B}_{P, p}^{4}-2 / p} \times B_{p, p}^{2-2 / p} \times B_{r, r}^{2-2 / r}$.

In this theorem, $B_{p, q}^{s}=B_{p, q}^{s}(\Omega)=\left[L^{p}(\Omega), W_{p}^{j}(\Omega)\right]_{s / j, q}$ is the Besov space, where $W_{p}^{j}=W_{p}^{j}(\Omega)$ is the standard Sobolev space and $[\cdot, \cdot]_{s / j, q}$ is the real interpolation space. Since the embeddings

$$
\begin{aligned}
& W_{p}^{4,2}(\Omega \times I) \hookrightarrow B U C\left(I, B_{p, p}^{4-2 / p}\right) \hookrightarrow B U C\left(I, H^{2}\right) \\
& W_{q}^{2,1}(\Omega \times I) \hookrightarrow B U C\left(I, B_{q, q}^{2-2 / q}\right) \hookrightarrow B U C\left(I, L^{1}\right)
\end{aligned}
$$

hold for any bounded interval $I$, see [39], the assumptions of Theorem B guarantee Theorems 1-3 and Corollaries 1-2. If we assume (3.4) in addition to the assumptions of Theorem B, then Theorem 4 also holds true. In such a circumstance, the real analyticity of $H$ with respect to $\epsilon$ assures Theorem 5.

Theorem B has been recently generalized in [26] under the so-called viscositycapillarity relation.

Theorem C ([26]) Assume the following conditions with $K_{0}=0,0 \leq K_{1}<3$, and $0 \leq K_{2}<6$ :

1. The condition (3.8) holds.
2. The viscosity-capillarity relation

$$
0<2 \sqrt{\kappa} \leq \nu
$$

holds.
3. $f_{*}(\theta)=-c_{v} \theta^{2} / 2$.
4. (N1) holds.
5. (N2) holds.

Let $d=3, T>0$, and the numbers $p, q, r, s \in(1, \infty)$ satisfy the conditions

$$
\frac{3}{p}+\frac{2}{q}<1, \quad \frac{3}{r}+\frac{2}{s}<1, \quad p \leq r, \quad q \leq s
$$

Then for any $\left(u_{0}, u_{1}, \theta_{0}\right) \in B_{p, 9}^{4-2 / q} \times B_{p, 9}^{2-2 / q} \times B_{r, s}^{2-2 / s}$ with $\underline{\theta} \leq \theta_{0} \leq \bar{\theta}$, where $\underline{\theta}$ and $\stackrel{\rightharpoonup}{\theta}$ are positive corstants, there exists a unique solution $(u, \theta)$ to system (1.1)-(1.2) satisfying

$$
\begin{aligned}
& (u, \theta) \in W_{p, q}^{4,2}(\Omega \times(0, T)) \times W_{r, s}^{2,1}(\Omega \times(0, T)), \\
& 0<\theta_{*} \leq \theta \leq \theta^{*}<\infty \quad \text { a.e. in } \Omega \times(0, T)
\end{aligned}
$$

where $\theta_{*}$ and $\theta^{*}$ depend on $T, \underline{\theta}, \bar{\theta}$, and $\left\|\left(u_{0}, u_{1}, \theta_{0}\right)\right\|_{B_{p, 4}^{4-2 / 9} \times B_{p, 8}^{2-2 / 9} \times B_{r, \phi}^{2-2 / s}}$.
In this theorem, $W_{p, q}^{j, j / 2}=W_{p, q}^{j, j / 2}(\Omega \times(0, T))$ denotes the anisotropic Sobolev space with a mixed norm with respect to space and time variables.

## 4 Proofs

### 4.1 Proof of Theorem 1 and Corollary 1

In this subsection we consider the functional $J_{\bar{\theta}}$, and show that the dynamical stability of the stationary solution may be derived from the $\bar{\theta}$-infinitesimal stability.

Proof of Theorem 1 To begin with, inequality (1.36) and

$$
\bar{\theta} F(\bar{u}, \bar{\theta})+b=J_{\bar{\theta}}(\bar{u}) .
$$

show the relation

$$
\begin{equation*}
J_{\bar{\theta}}(\bar{u})-\bar{\theta} F(\bar{u}, \bar{\theta})=b \geq J_{\bar{\theta}}(u)-\bar{\theta} F(u, \theta) \tag{4,1}
\end{equation*}
$$

between the Lyapunov functional $F$ and the variational functional $J_{\bar{\theta}}$. Then it follows from the non-increasing property of $F$ with respect to $t$ that

$$
\begin{align*}
J_{\bar{\theta}}(u(\cdot, t))-J_{\bar{\theta}}(\bar{u}) & \leq \bar{\theta}(F(u(\cdot, t), \theta(\cdot, t))-F(\bar{u}, \bar{\theta})) \\
& \leq \bar{\theta}\left(F\left(u_{0}, \theta_{0}\right)-F(\bar{u}, \bar{\theta})\right) \tag{4.2}
\end{align*}
$$

Recall that $\bar{u} \in H_{0}^{1} \cap H^{2}(\Omega)$ is an infinitesimally stable critical point of $J_{\overline{0}}$. This means that there is $\varepsilon_{0}>0$ such that any $\varepsilon_{1} \in\left\{0, \varepsilon_{0} / 2\right\}$ admits $\delta_{0}>0$ such that $\|\nabla(u-\bar{u})\|_{H^{2}}<\varepsilon_{0}$ and $J_{\bar{\theta}}(u)-J_{\bar{\theta}}(\bar{u})<\delta_{0}$ imply

$$
\begin{equation*}
\|\nabla(u-\bar{u})\|_{H^{1}}<\varepsilon_{1} \tag{4.3}
\end{equation*}
$$

Therefore, given $\varepsilon>0$, we can take sufficiently small $\delta \in\left(0, \varepsilon_{0} / 2\right]$ such that

$$
J_{\bar{\vartheta}}(u(\cdot, t))-J_{\bar{\vartheta}}(\bar{u})<\min \left(\delta_{0}, \frac{\varepsilon}{2}\right),
$$

by (4.2).
Suppose that $\|\nabla(u(\cdot, t)-\bar{u})\|_{\boldsymbol{H}^{1}}=\delta\left(\leq \varepsilon_{0} / 2<\varepsilon_{0}\right)$ for some $t>0$. Then applying (4.3) for $\varepsilon_{0}=\delta$, we obtain that $\|\nabla(u(\cdot, t)-\bar{u})\|_{H^{1}}<\delta$, which is a contradiction. Thus it holds that $\|\nabla(u(\cdot, t)-\bar{u})\|_{H^{1}} \neq \delta$ for any $t \geq 0$. Since $u=u(\cdot, t) \in C\left((0,+\infty), H^{2}(\Omega)\right)$ and $\left\|\nabla\left(u_{0}-\bar{u}\right)\right\|_{H^{1}}<\delta$, we obtain

$$
\begin{equation*}
\|\nabla(u(\cdot, t)-\bar{u})\|_{H^{1}}<\delta, \quad t \geq 0 \tag{4.4}
\end{equation*}
$$

which completes the proof.
Proof of Corollary 1 In the same way as Theorem 1, we obtain (4.2) and (4.3). Next, it follows that

$$
\begin{align*}
& \frac{1}{|\Omega|}\left|\mathcal{I}_{2}(u(\cdot, t))-\mathcal{I}_{2}(\bar{u})\right| \leq C_{1}\|\nabla(u(\cdot, t)-\bar{u})\|_{H^{1}}+C_{2}\|\nabla(u(\cdot, t)-\bar{u})\|_{H^{1}}^{6}  \tag{4.5}\\
& \quad \frac{1}{|\bar{\Omega}|}\left|\mathcal{I}_{2}\left(u_{0}\right)-\mathcal{I}_{2}(\bar{u})\right| \leq C_{1}\left\|\nabla\left(u_{0}-\bar{u}\right)\right\|_{H^{1}}+C_{2}\left\|\nabla\left(u_{0}-\bar{u}\right)\right\|_{H^{1}}^{6} . \tag{4.6}
\end{align*}
$$

In fact, it follows from Hölder's inequality that

$$
\begin{aligned}
& \left.\frac{1}{|\Omega|} \int_{\Omega} \right\rvert\, W_{2}\left(\epsilon(u(\cdot, t))-W_{2}(\epsilon(\bar{u})) \mid \mathrm{d} x\right. \\
= & \left.\left.\frac{1}{|\Omega|} \int_{\Omega} \right\rvert\, W_{2, \epsilon}(\gamma(\cdot, t) \epsilon(u(\cdot, t))+(1-\gamma(\cdot, t)) \epsilon(\bar{u})) \cdot(\epsilon(u(\cdot, t))-\epsilon(\bar{u}))\right\} \mathrm{d} x \\
\leq & \frac{1}{|\Omega|}\left\|W_{2, \epsilon}(\gamma(\cdot, t) \epsilon(u(\cdot, t))+(1-\gamma(\cdot, t)) \epsilon(\bar{u}))\right\|_{L^{\text {e/b }}}\|\nabla(u(\cdot, t)-\bar{u})\|_{L^{6}}
\end{aligned}
$$

where $\gamma=\gamma(x, t) \in[0,1]$. Using the growth rate (3.2) with $0 \leq K_{2}<6$ and Sobolev's inequality, we have

$$
\begin{aligned}
& \frac{1}{|\Omega|} \int_{\Omega}\left|W_{2}(\epsilon(u(\cdot, t)))-W_{2}(\epsilon(\bar{u}))\right| \mathrm{d} x \\
\leq & \tilde{C}_{1}\left(\|\gamma(\cdot, t) \epsilon(u(\cdot, t))+(1-\gamma(\cdot, t)) \epsilon(\bar{u})\|_{L^{6}}^{5}+\tilde{C}_{2}\right)\|\nabla(u(\cdot, t)-\bar{u})\|_{H^{1}} \\
\leq & \tilde{C}_{1}\left\{\left(\|\epsilon(\bar{u})\|_{L^{6}}+\|\gamma(\cdot, t)(\epsilon(u(\cdot, t))-\epsilon(\bar{u}))\|_{L^{6}}\right)^{5}+\bar{C}_{2}\right\}\|\nabla(u(\cdot, t)-\bar{u})\|_{H^{1}} \\
\leq & \tilde{C}_{3}\left(\|\nabla \bar{u}\|_{L^{6}}^{5}+\|\nabla(u(\cdot, t)-\bar{u})\|_{L^{6}}^{5}+\tilde{C}_{2}\right)\|\nabla(u(\cdot, t)-\bar{u})\|_{H^{1}} \\
\leq & \tilde{C}_{3}\left(\tilde{C}_{4}\|\nabla \bar{u}\|_{H^{1}}^{5}+\tilde{C}_{5}\|\nabla(u(\cdot, t\rangle-\bar{u})\|_{H^{1}}^{5}+\tilde{C}_{2}\right)\|\nabla(u(\cdot, t)-\bar{u})\|_{H^{1}} \\
= & \tilde{C}_{6}\|\nabla(u(\cdot, t)-\bar{u})\|_{H^{1}}+C_{2}\|\nabla(u(\cdot, t)-\bar{u})\|_{H^{1}}^{6},
\end{aligned}
$$

and, therefore, it holds that

$$
\begin{aligned}
& \frac{1}{|\Omega|}\left|\mathcal{I}_{2}(u(\cdot, t))-\mathcal{I}_{2}(\bar{u})\right| \\
\leq & \left.\frac{\kappa_{2}}{2|\Omega|}\|Q(u(\cdot, t)-\bar{u})\|_{L^{2}}^{2}+\frac{1}{|\Omega|} \int_{\Omega} \right\rvert\, W_{2}\left(\epsilon(u(\cdot, t))-W_{2}(\epsilon(\bar{u})) \mid \mathrm{d} x\right. \\
\leq & C_{1}\|\nabla(u(\cdot, t)-\bar{u})\|_{H^{1}}+C_{2}\|\nabla(u(\cdot, t)-\bar{u})\|_{H^{1}}^{6} .
\end{aligned}
$$

In the same manner, we also obtain (4.6).
From (4.6), it holds that

$$
\begin{align*}
& \frac{1}{|\Omega|}\left\{F\left(u_{0}, \theta_{0}\right)-F(\bar{u}, \bar{\theta})\right\}=\frac{1}{|\Omega|} \int_{\Omega} H_{, \theta}\left(\epsilon\left(u_{0}\right), \theta_{0}\right)-H_{, \theta}(\epsilon(\bar{u}), \bar{\theta}) \mathrm{d} x \\
\leq & \left|\frac{1}{|\Omega|} \int_{\Omega} f_{*}^{\prime}\left(\theta_{0}\right) \mathrm{d} x-f_{*}^{\prime}(\bar{\theta})\right|+\frac{1}{|\Omega|}\left|\mathcal{I}_{2}\left(u_{0}\right)-\mathcal{I}_{2}(\bar{u})\right|  \tag{4.7}\\
\leq & \left|\frac{1}{|\Omega|} \int_{\Omega} f_{*}^{\prime}\left(\theta_{0}\right) \mathrm{d} x-f_{*}^{\prime}(\bar{\theta})\right|+C_{1}\left\|\nabla\left(u_{0}-\bar{u}\right)\right\|_{H^{1}}+C_{2}\left\|\nabla\left(u_{0}-\bar{u}\right)\right\|_{H^{1}}^{6}
\end{align*}
$$

Therefore, given $\varepsilon>0$, we can take sufficiently small $\delta \in\left(0, \varepsilon_{0} / 2\right]$ such that

$$
J_{\bar{\theta}}(u(\cdot, t))-J_{\bar{\theta}}(\bar{u})<\min \left(\delta_{0}, \frac{\varepsilon}{2}\right)
$$

by (4.2) and (4.7).

Therefore, as Theorem 1, we obtain (4.4). Moreover, it follows from (4.2), (4.5), (4.7), and (4.4) that

$$
\begin{align*}
& \left|\frac{1}{|\Omega|} \int_{\Omega} f_{*}^{\prime}(\theta(\cdot, t)) \mathrm{d} x-f_{*}^{\prime}(\bar{\theta})\right| \\
\leq & \frac{1}{|\bar{\Omega}|}\{F(u(\cdot, t), \theta(\cdot, t))-F(\bar{u}, \bar{\theta})\}+\frac{1}{|\Omega|}\left|\mathcal{I}_{2}(u(\cdot, t))-\mathcal{I}_{2}(\bar{u})\right| \\
\leq & \frac{1}{|\bar{\Omega}|}\left\{F\left(u_{0}, \theta_{0}\right)-F(\bar{u}, \bar{\theta})\right\}+C_{1}\|\nabla(u(\cdot, t)-\bar{u})\|_{H^{1}}+C_{2}\|\nabla(u(\cdot, t)-\bar{u})\|_{H^{1}}^{6} \\
\leq & \delta+2 C_{1} \delta+2 C_{2} \delta^{6} \tag{4.8}
\end{align*}
$$

which completes the proof.

### 4.2 Proof of Theorem 2 and Corollary 2

In this subsection we consider the functional $\mathcal{J}_{b}$, and show that the dynamical stability of the stationary solution may be derived from the b-infinitesimal stability.

Proof of Theorem 2 We first show the semi-unfolding-minimality

$$
\begin{equation*}
\frac{1}{|\Omega|} F(u, \bar{\theta})=\mathcal{J}_{b}(u) \leq \frac{1}{|\Omega|} F(u, \theta) \tag{4.9}
\end{equation*}
$$

between the Lyapunov function $F$ and the variational functional $\mathcal{J}_{6}$. Recall the definition (1.33) of $\mathcal{J}_{b}$. The monotone decreasing property of $-\Phi$ implies that

$$
\begin{aligned}
\mathcal{J}_{b}(u) & =-\Phi\left(\frac{b-\mathcal{I}_{1}(u)}{|\Omega|}\right)+\frac{1}{|\Omega|} \mathcal{I}_{2}(u) \\
& =-\Phi\left(\frac{1}{|\bar{\Omega}|}\left(\frac{1}{2}\left\|u_{t}\right\|_{L^{2}}^{2}+\int_{\Omega} e_{*}(\theta) \mathrm{d} x\right)\right)+\frac{1}{|\Omega|} \mathcal{I}_{2}(u) \\
& \leq-\Phi\left(\frac{1}{|\bar{\Omega}|} \int_{\Omega} e_{*}(\theta) \mathrm{d} x\right)+\frac{1}{|\Omega|} \mathcal{I}_{2}(u)
\end{aligned}
$$

in the non-stationary state, where $E\left(u, u_{t}, \theta\right)=b=E\left(u_{0}, u_{1}, \theta_{0}\right)$. Since $-\Phi$ is convex, by using Jensen's inequality, we obtain

$$
\mathcal{J}_{b}(u) \leq-\Phi\left(\frac{1}{|\Omega|} \int_{\Omega} e_{*}(\theta) \mathrm{d} x\right)+\frac{1}{|\Omega|} \mathcal{I}_{2}(u) .
$$

Here, it follows from the definition (1.32) of $\Phi$ that

$$
-\Phi\left(e_{*}(\theta)\right)=-\int_{e_{*}(\tilde{\theta})}^{\tau_{*}(\theta)} \frac{\mathrm{d} \tau}{e_{*}^{-1}(\tau)}=\int_{\tilde{\theta}}^{\theta} f_{*}^{\prime \prime}(\gamma) \mathrm{d} \gamma=f_{*}^{\prime}(\theta)-f_{*}^{\prime}(\tilde{\theta})
$$

where $\tilde{\theta} \in \mathbb{R}_{+}$is a constant. Therefore,

$$
\begin{aligned}
\mathcal{J}_{b}(u) & \leq \frac{1}{|\Omega|} \int_{\Omega}\left(-\Phi\left(e_{*}(\theta)\right)\right) \mathrm{d} x+\frac{1}{|\Omega|} \mathcal{I}_{2}(u) \\
& =\frac{1}{|\Omega|} \int_{\Omega} f_{*}^{\prime}(\theta) \mathrm{d} x+\frac{1}{|\Omega|} \mathcal{I}_{2}(u)-f_{*}^{\prime}(\bar{\theta}) \\
& =\frac{1}{|\Omega|} F(u, \theta)-f_{*}^{\prime}(\tilde{\theta})
\end{aligned}
$$

We also obtain

$$
\begin{aligned}
\mathcal{J}_{b}(u) & =-\Phi\left(e_{*}(\bar{\theta})\right)+\frac{1}{|\Omega|} \mathcal{I}_{2}(u) \\
& =f_{*}^{\prime}(\bar{\theta})+\frac{1}{|\Omega|} \mathcal{I}_{2}(u)-f_{*}^{\prime}(\tilde{\theta}) \\
& =\frac{1}{|\Omega|} F(u, \bar{\theta})-f_{*}^{\prime}(\bar{\theta})
\end{aligned}
$$

where $\bar{\theta}=\Theta(b, u)$. Consequently, we observe the semi-unfolding-minimality

$$
\begin{equation*}
\frac{1}{|\Omega|} F(u, \bar{\theta})=\mathcal{J}_{b}(u)+f_{*}^{\prime}(\tilde{\theta}) \leq \frac{1}{|\Omega|} F(u, \theta) . \tag{4.10}
\end{equation*}
$$

Then it follows from (4.10) and the non-increasing property of $F$ with respect to $t$ that

$$
\begin{align*}
\mathcal{J}_{b}(u(\cdot, t))-\mathcal{J}_{b}(\bar{u}) & \leq \frac{1}{|\Omega|}(F(u(\cdot, t), \theta(\cdot, t))-F(\bar{u}, \bar{\theta})) \\
& \leq \frac{1}{|\Omega|}\left(F\left(u_{0}, \theta_{0}\right)-F(\bar{u}, \bar{\theta})\right) \tag{4.11}
\end{align*}
$$

Recall that $\bar{u} \in V_{b}$ is an infinitesimally stable critical point of $\mathcal{J}_{b}$. This means that there is $\varepsilon_{0}>0$ such that any $\varepsilon_{1} \in\left(0, \varepsilon_{0} / 2\right]$ admits $\delta_{0}>0$ such that $\|\nabla(u-\bar{u})\|_{H^{1}}<\varepsilon_{0}$ and $\mathcal{J}_{b}(u)-\mathcal{J}_{b}(\bar{u})<\delta_{0}$ imply

$$
\begin{equation*}
\|\nabla(u-\bar{u})\|_{H^{1}}<\varepsilon_{1} \tag{4.12}
\end{equation*}
$$

Therefore, given $\varepsilon>0$, we can take sufficiently small $\delta \in\left\{0, \varepsilon_{0} / 2\right]$ such that

$$
\mathcal{J}_{b}(u(\cdot, t))-\mathcal{J}_{b}(\bar{u})<\min \left(\delta_{0}, \frac{\varepsilon}{2}\right),
$$

by (4.11).
Suppose that $\|\nabla(u(\cdot, t)-\bar{u})\|_{H^{1}}=\delta\left(\leq \varepsilon_{0} / 2<\varepsilon_{0}\right)$ for some $t>0$. Then applying (4.12) for $\epsilon_{0}=\delta$, we obtain $\|\nabla(u(\cdot, t)-\bar{u})\|_{H^{1}}<\delta$, which is a contradiction. Thus it holds that $\|\nabla(u(\cdot, t)-\bar{u})\|_{H^{1}} \neq \delta$ for any $t \geq 0$. Like in Theorem 1, we obtain (4.4), which completes the proof.

Proof of Corollary 2 In the same way as Theorem 2, we obtain (4.10), (4.11), and (4.12). Then in the same fashion as in Corollary 1, with the aid of (4.5), (4.6), and (4.7), we deduce (4.4) and (4.8), which completes the proof.

### 4.3 Proof of Theorem 3

(i) To prove the assertion, we show that $\mathcal{J}_{b}(\boldsymbol{u})-\mathcal{J}_{b}(\bar{u})<\delta_{0}$ implies

$$
\begin{equation*}
\frac{1}{\mid \sqrt[\Omega]{\bar{\theta}}}\left(J_{\bar{\theta}}(u)-J_{\bar{\theta}}(\bar{u})\right)<\delta_{0} . \tag{4.13}
\end{equation*}
$$

From the definition (1.33) of $\mathcal{J}_{b}$, we have

$$
\begin{aligned}
& \mathcal{I}_{b}(u)-\mathcal{I}_{b}(\bar{u}) \\
= & -\Phi\left(\frac{b-\mathcal{I}_{1}(u)}{|\Omega|}\right)+\Phi\left(\frac{b-\mathcal{I}_{1}(\bar{u})}{|\Omega|}\right)+\frac{\mathcal{I}_{2}(u)-\mathcal{I}_{2}(\bar{u})}{|\Omega|} \\
= & \Phi^{\prime}\left(\frac{b-\gamma_{1} \mathcal{I}_{1}(\bar{u})-\left(1-\gamma_{1}\right) \mathcal{I}_{1}(u)}{|\Omega|}\right) \frac{\mathcal{I}_{1}(u)-\mathcal{I}_{1}(\bar{u})}{|\Omega|}+\frac{\mathcal{I}_{2}(u)-\mathcal{I}_{2}(\bar{u})}{|\Omega|} \\
= & e_{*}^{-1}\left(\frac{b-\gamma_{1} \mathcal{I}_{1}(\bar{u})-\left(1-\gamma_{1}\right) \mathcal{I}_{1}(u)}{|\Omega|}\right)^{-1} \frac{\mathcal{I}_{1}(u)-\mathcal{I}_{1}(\bar{u})}{|\Omega|}+\frac{\mathcal{I}_{2}(u)-\mathcal{I}_{2}(\bar{u})}{|\Omega|},
\end{aligned}
$$

and, therefore, from the monotone increasing property of $e_{*}^{-1}$, it follows that

$$
\begin{aligned}
& \mathcal{J}_{b}(u)-\mathcal{J}_{b}(\bar{u}) \\
= & \left(\gamma_{2} \Theta(b, \bar{u})+\left(1-\gamma_{2}\right) \Theta(b, u)\right)^{-1} \frac{\mathcal{I}_{1}(u)-\mathcal{I}_{1}(\bar{u})}{|\Omega|}+\frac{\mathcal{I}_{2}(u)-\mathcal{I}_{2}(\bar{u})}{|\Omega|}
\end{aligned}
$$

where $\gamma_{i} \in[0,1\}, i=1$, 2. Moreover, $\mathcal{I}_{1}(u) \geq \mathcal{I}_{1}(\bar{u})$ and $\mathcal{I}_{1}(u) \leq \mathcal{I}_{1}(\bar{u})$ imply that $\Theta(b, u) \leq \Theta(b, \bar{u})=\bar{\theta}$ and $\Theta(b, u) \geq \Theta(b, \bar{u})=\bar{\theta}$, respectively. Therefore,

$$
\begin{equation*}
\frac{1}{|\Omega \Omega| \bar{\theta}}\left(J_{\bar{\theta}}(u)-J_{\bar{\theta}}(\bar{u})\right) \leq \mathcal{J}_{b}(u)-\mathcal{J}_{b}(\bar{u}) . \tag{4.14}
\end{equation*}
$$

Thus inequality (4.13) holds. Since $\bar{u} \in V_{b}$ is $\bar{\theta}$-infinitesimally stable, it follows from (4.13) that $\bar{u}$ is $b$-infinitesimally stable.
(ii) The assertion results immediately from inequality (4.14).
(iii) It follows from a simple calculation, see (4.19) and (4.22), that

$$
\begin{align*}
\mathcal{Q}_{b, \bar{u}}(w, w) & =\left.\frac{\mathrm{d}^{2}}{\mathrm{~d} s^{2}} \mathcal{J}_{b}(\bar{u}+s w)\right|_{s=0} \\
& =\left.\frac{1}{\bar{\theta}|\Omega|} \frac{\mathrm{d}^{2}}{\mathrm{~d} s^{2}} J_{\bar{\theta}}(\bar{u}+s w)\right|_{s=0}+R_{b, \bar{u}}(w, w)  \tag{4.15}\\
& =\frac{1}{\bar{\theta}|\Omega|} Q_{\bar{\theta}, \bar{u}( }(w, w)+R_{b, \bar{u}}(w, w),
\end{align*}
$$

where $\bar{\theta}=\Theta(b, \bar{u})$ and

$$
\begin{aligned}
& R_{b, \bar{u}}(w, w) \\
= & \frac{1}{|\bar{\Omega}|^{2}}\left(e_{*}^{-1}\right)^{x}\left(\frac{b-\mathcal{I}_{1}(\bar{u})}{|\bar{\Omega}|}\right)\left(\kappa_{2}(Q \bar{u}, Q w)_{L^{2}}+\int_{\Omega} W_{2, \epsilon}(\epsilon(\bar{u})) \cdot \epsilon(w) \mathrm{d} x\right)^{2} \\
\geq & 0
\end{aligned}
$$

because

$$
\left(e_{*}^{-1}\right)^{\prime}\left(\frac{b-\mathcal{I}_{1}(\bar{u})}{|\bar{\Omega}|}\right)=\frac{1}{e_{*}^{\prime}(\bar{\theta})}=\frac{1}{-\bar{\theta} f_{*}^{\prime \prime}(\bar{\theta})}>0
$$

Thus, if $\bar{u} \in V_{b}$ is $\bar{\theta}$-linearized stable, then $\bar{u}$ is $b$-linearized stable.

### 4.4 Proof of Theorem 4

(i) From (3.5), $\kappa_{1}+\kappa_{2} \bar{\theta}>0$, and the $L^{p}$-estimate $\|u\|_{H^{2}} \leq C^{\prime}\|Q u\|_{L^{2}}$ for elliptic systems [1], it follows that $\mathcal{J}_{\bar{\Omega}}$ is bounded from below and coercive. Furthermare, the lower semi-continuity of $J_{\bar{\theta}}$ follows from the sub-critical growth rates (3.6) on $H=H(\cdot, \bar{\theta})$ in the Sobolev sense. Then it is easy to show the assertion by a standard variational method.
(ii) Recall that $V_{b}$ is a nonempty open set in $H_{0}^{1} \cap H^{2}(\Omega)$, where $b=E\left(u_{0}, u_{1}, \theta_{0}\right)$ and $\theta_{0}>0$. First, assumption (3.4) implies that $J_{b}$ on $V_{b}$ is bounded from below. More precisely, it holds that

$$
\mathcal{J}_{b}(u) \geq-\Phi\left(\frac{b}{|\Omega|}+C_{1}\right)-C_{2}
$$

Thus, there is $\left\{u_{j}\right\} \subset V_{b}$ such that $\mathcal{J}_{b}\left(u_{j}\right) \rightarrow \mathcal{J}_{b}^{*}$, where $\mathcal{J}_{b}^{*}=\inf _{u \in V_{b}} \mathcal{J}_{b}(u)$. Furthermore, $\left\{u_{j}\right\}$ is a bounded sequence in $H_{0}^{1} \cap H^{2}(\Omega)$. In fact, when $V_{b}$ is unbounded in $H_{0}^{1} \cap H^{2}(\Omega), \mathcal{J}_{b}$ is coercive since we have $s^{-}=-\infty$, $\lim _{s\rfloor-\infty} \Phi(s)=-\infty, \mathcal{I}_{1}(u) \geq C\|u\|_{H^{2}}-C$, and $\mathcal{I}_{2}(u) \geq-C$ for a constant $C>0$, which can be derived from assumption (3.4) and the $L^{p}$-estimate $\|u\|_{H^{2}} \leq C^{\prime}\|Q u\|_{L^{2}}$. Thus $\left\{u_{j}\right\}$ weakly converges to $u^{*} \in V_{b}$ after passing to a subsequence.

Hence, it suffices to show the lower semi-continuity of $\mathcal{J}_{b}$ :

$$
\mathcal{J}_{b}\left(u^{*}\right) \leq \liminf _{j \rightarrow \infty} \mathcal{J}_{b}\left(u_{j}\right)=\mathcal{J}_{b}^{*}
$$

It holds that

$$
\begin{aligned}
& \mathcal{J}_{b}\left(u_{j}\right)-\mathcal{J}_{b}\left(u^{*}\right) \\
= & -\Phi\left(\frac{b-\mathcal{I}_{1}\left(u_{j}\right)}{|\Omega|}\right)+\Phi\left(\frac{b-\mathcal{I}_{1}\left(u^{*}\right)}{|\Omega|}\right)+\frac{1}{|\Omega|}\left(\mathcal{I}_{2}\left(u_{j}\right)-\mathcal{I}_{2}\left(u^{*}\right)\right) \\
= & \frac{M_{j}}{|\Omega|}\left(\mathcal{I}_{1}\left(u_{j}\right)-\mathcal{I}_{1}\left(u^{*}\right)\right)+\frac{1}{|\Omega|}\left(\mathcal{I}_{2}\left(u_{j}\right)-\mathcal{I}_{2}\left(u^{*}\right)\right) \\
= & \frac{M_{j}}{|\Omega|}\left\{\frac{\kappa_{1}}{2}\left(\left\|Q u_{j}\right\|_{L^{2}}^{2}-\left\|Q u^{*}\right\|_{L^{2}}^{2}\right)+\int_{\Omega} W_{1}\left(\epsilon\left(u_{j}\right)\right)-W_{1}\left\langle\epsilon\left(u^{*}\right)\right) \mathrm{d} x\right\} \\
& +\frac{\kappa_{2}}{2|\Omega|}\left(\left\|Q u_{j}\right\|_{L^{2}}^{2}-\left\|Q u^{*}\right\|_{L^{2}}^{2}\right)+\frac{1}{|\Omega|}\left(\int_{\Omega} W_{2}\left(\epsilon\left(u_{j}\right)\right)-W_{2}\left(\epsilon\left(u^{*}\right)\right) \mathrm{d} x\right)
\end{aligned}
$$

where

$$
\begin{aligned}
0 \leq M_{j} & =\Phi^{\prime}\left(\frac{b-\gamma \mathcal{I}_{1}\left(u_{*}\right)-(1-\gamma) I_{1}\left(u_{j}\right)}{|\Omega|}\right) \\
& =e_{*}^{-1}\left(\frac{b-\gamma I_{1}\left(u_{*}\right)-(1-\gamma) I_{1}\left(u_{j}\right)}{|\Omega|}\right)^{-1}<+\infty
\end{aligned}
$$

and $\gamma \in[0,1]$. Using the inequality

$$
\liminf _{j \rightarrow \infty}\left\|Q u_{j}\right\|_{L^{2}}^{2} \geq\left\|Q u^{*}\right\|_{L^{2}}^{2}
$$

we have

$$
\begin{align*}
& \quad \liminf _{j \rightarrow+\infty} \mathcal{J}_{b}\left(u_{j}\right)-\mathcal{J}_{b}\left(u^{*}\right) \\
& \geq \frac{M_{*}}{|\Omega|}\left(\liminf _{j \rightarrow \infty} \int_{\Omega} W_{1}\left(\epsilon\left(u_{j}\right)\right)-W_{1}\left(\epsilon\left(u^{*}\right)\right) \mathrm{d} x\right)  \tag{4.16}\\
& \\
& \quad+\frac{1}{|\Omega|}\left(\liminf _{j \rightarrow \infty} \int_{\Omega} W_{2}\left(\epsilon\left(u_{j}\right)\right)-W_{2}\left(\epsilon\left(u^{*}\right)\right) \mathrm{d} x\right)
\end{align*}
$$

where $0 \leq M^{*}=\lim \inf _{j \rightarrow \infty} M_{j}<+\infty$. From Hölder's inequality, we deduce

$$
\begin{aligned}
& \int_{\Omega}\left|W_{i}\left(\epsilon\left(u_{j}\right)\right)-W_{i}\left(\epsilon\left(u^{*}\right)\right)\right| \mathrm{d} x \\
= & \int_{\Omega}\left|W_{i, \epsilon}\left(\gamma_{j} \epsilon\left(u_{j}\right)+\left(1-\gamma_{j}\right) \epsilon\left(u^{*}\right)\right) \cdot\left(\epsilon\left(u_{j}\right)-\epsilon\left(u^{*}\right)\right)\right| d x \\
\leq & \left\|W_{i, \epsilon}\left(\gamma_{j} \epsilon\left(u_{j}\right)+\left(1-\gamma_{j}\right) \epsilon\left(u^{*}\right)\right)\right\|_{L^{q}}\left\|\nabla\left(u_{j}-u^{*}\right)\right\|_{L^{p}},
\end{aligned}
$$

where $i=1,2, \gamma_{j}=\gamma_{j}(x) \in\{0,1]$, and $1 / p+1 / q=1$. We recall now the growth rate (3.2) with $0 \leq K_{i}<6$ and take $q \in\left(6 / 5,6 /\left(K_{i}-1\right)\right)$. Then $p<6$ and $\left(K_{i}-1\right) q<6$ hold, and, therefore, it holds that

$$
\begin{aligned}
& \int_{\Omega}\left\{W_{i}\left(\epsilon\left(u_{j}\right)\right)-W_{i}\left(\epsilon\left(u^{*}\right)\right) \mid \mathrm{d} x\right. \\
\leq & \tilde{C}_{1}\left(\left\|\gamma_{j} \epsilon\left(u_{j}\right)+\left(1-\gamma_{j}\right) \epsilon\left(u^{*}\right)\right\|_{L^{\left(K_{i}-1\right) q}}^{K_{i}-1}+\bar{C}_{2}\right)\left\|\nabla\left(u_{j}-u^{*}\right)\right\|_{L^{p}} \\
\leq & \tilde{C}_{1}\left\{\left(\left\|\epsilon\left(u^{*}\right)\right\|_{L^{\left(K_{i}-1\right) q}}+\left\|\gamma_{j}\left(\epsilon\left(u_{j}\right)-\epsilon\left(u^{*}\right)\right)\right\|_{L^{\left(K_{q}-1\right) q}}\right)^{K_{i}-1}+\bar{C}_{2}\right\} \\
& \times\left\|\nabla\left(u_{j}-u^{*}\right)\right\|_{L^{p}} \\
\leq & \bar{C}_{3}\left(\left\|\nabla u^{*}\right\|_{\left.L_{i}-1 K_{i}-1\right) q}^{K_{i}}+\left\|\nabla\left(u_{j}-u^{*}\right)\right\|_{L^{\left(K_{i}-1\right) q}}^{K_{i}-1}+\tilde{C}_{2}\right)\left\|\nabla\left(u_{j}-u^{*}\right)\right\|_{L^{p}}
\end{aligned}
$$

Since the embeddings $H^{1}(\Omega) \hookrightarrow L^{p}(\Omega)$ and $H^{1}(\Omega) \hookrightarrow L^{\left(K_{i}-1\right) q}(\Omega)$ are compact, we have

$$
\begin{equation*}
\int_{\Omega}\left|W_{i}\left(\epsilon\left(u_{j}\right)\right)-W_{i}\left(\epsilon\left(u^{*}\right)\right)\right| \mathrm{d} x \rightarrow 0 \tag{4.17}
\end{equation*}
$$

It follows from (4.16) and (4.17) that $\mathcal{J}_{b}$ is lower semi-continuous, so that $\mathcal{J}_{b}=$ $\mathcal{J}_{b}\left(u^{\prime \prime}\right)$.

### 4.5 Proof of Theorem 5

Before stating the proof, we fix some notations concerning the linearized stabilities and the linearized operators. Let $\bar{\theta}>0$ be a constant and $u \in H_{0}^{1} \cap H^{2}(\Omega)$ a critical point of $J_{\bar{\theta}}$. Then the quadratic form in the definition of the $\bar{\theta}$-linearized stability is

$$
\begin{align*}
& Q_{\bar{\theta}, u}(w, w)=\left.\frac{\mathrm{d}^{2}}{\mathrm{~d} s^{2}} J_{\bar{\theta}}(u+s w)\right|_{s=0} \\
& =\int_{\Omega}\left(\kappa_{1}+\kappa_{2} \bar{\theta}\right)|Q w|^{2}  \tag{4.18}\\
& \quad-\left[\nabla \cdot\left\{\left(W_{\mathbf{l}, \epsilon \epsilon}(\epsilon(u))+\bar{\theta} W_{2, \epsilon \epsilon}(\epsilon(u))\right) \cdot \epsilon(w)\right\}\right] \cdot w \mathrm{~d} x
\end{align*}
$$

where $w \in H_{0}^{1} \cap H^{2}(\Omega)$. We define the linearized operator $L_{\bar{\theta}, u}$ by

$$
\begin{equation*}
L_{\bar{\theta}, u}(w)=\left(\kappa_{1}+\kappa_{2} \bar{\theta}\right) Q^{2} w-\nabla \cdot\left\{\left(W_{1, \epsilon \epsilon}(\epsilon(u))+\bar{\theta} W_{2, \epsilon \epsilon}(\epsilon(u))\right) \cdot \epsilon(w)\right\} \tag{4.19}
\end{equation*}
$$

We write the eigenvalues of this self-adjoint operator in $L^{2}(\Omega)$, with the domain

$$
D\left(L_{\bar{\theta}, u}\right)=\left\{w \in H^{4}(\Omega) \mid w=Q w=0 \quad \text { on } \partial \Omega\right\},
$$

as $\mu_{1} \leq \mu_{2} \leq \cdots$ with counting multiplicities. Then the $\bar{\theta}$-linearized stablity of $u \in H_{0}^{1} \cap H^{2}(\Omega)$ means the positivity of the first eigenvalue $\mu_{1}$ since

$$
\begin{equation*}
Q_{\bar{\theta}_{, u}}(w, w)=\left(L_{\overparen{\theta}, u}(w), w\right)_{L^{2}} \tag{4.20}
\end{equation*}
$$

where $w \in D\left(L_{\bar{\theta}, u}\right)$. Henceforth, let $\phi_{1}, \phi_{2}, \cdots$ be the corresponding $L^{2}$ normalized eigenvectors.

Next, let $b=E\left(u_{0}, u_{1}, \theta_{0}\right)$ and $u \in V_{b}$ be a critical point of $\mathcal{J}_{b}$. Then the quadratic form in the definition of the $b$-linearized stability is

$$
\begin{align*}
& \mathcal{Q}_{b, u}(w, w)=\left.\frac{\mathrm{d}^{2}}{\mathrm{~d} s^{2}} \mathcal{J}_{b}(u+s w)\right|_{s=0} \\
& =\frac{1}{\bar{\theta}|\Omega|} \int_{\Omega}\left(\kappa_{1}+\kappa_{2} \bar{\theta}\right)|Q w|^{2} \\
& \quad-\left[\nabla \cdot\left\{\left(W_{1, \epsilon \epsilon}(\epsilon(u))+\bar{\theta} W_{2, \epsilon \epsilon}(\epsilon(u))\right) \cdot \epsilon(w)\right\}\right] \cdot w \mathrm{~d} x \\
& \quad+\frac{1}{|\Omega|^{2}}\left(e_{*}^{-1}\right)^{\prime}\left(\frac{b-\mathcal{I}_{1}(u)}{|\Omega|}\right)\left((Q u, Q w)_{L^{2}}+\int_{\Omega}\left\{\nabla \cdot W_{2_{1} \epsilon}(\epsilon(u))\right\} \cdot w d x\right)^{2}, \tag{4.21}
\end{align*}
$$

where $w \in H_{0}^{1} \cap H^{2}(\Omega)$ and $\bar{\theta}=\Theta(b, u)=e_{*}^{-1}\left(\left(b-\mathcal{I}_{1}(u)\right) /|\Omega|\right)$. We define the linearized operator $\mathcal{L}_{b, u}$ by

$$
\begin{align*}
\mathcal{L}_{b, u}(w)= & \left(\kappa_{1}+\kappa_{2} \bar{\theta}\right) Q^{2} w-\nabla \cdot\left\{\left(W_{1, \epsilon \epsilon}(\epsilon(u))+\bar{\theta} W_{2, \epsilon \epsilon}(\epsilon(u))\right) \cdot \epsilon(w)\right\} \\
& +\frac{\vec{\theta}}{|\Omega|}\left(e_{*}^{-1}\right)^{\prime}\left(\frac{b-\mathcal{I}_{1}(u)}{|\Omega|}\right) \int_{\Omega}\left\{\nabla \cdot W_{2, \epsilon}(\epsilon(u))\right\} \cdot w d x \\
& \times\left(\nabla \cdot W_{2, \epsilon}(\epsilon(u))\right) . \tag{4.22}
\end{align*}
$$

We write the eigenvalues of this self-adjoint operator in $L^{2}(\Omega)$, with the domain

$$
D\left(\mathcal{C}_{b, u}\right)=\left\{w \in H^{4}(\Omega) \mid w=Q w=0 \quad \text { on } \partial \Omega\right\}
$$

as $\tilde{\mu}_{1} \leq \tilde{\mu}_{2} \leq \cdots$ with counting multiplicities. Then the $b$-linearized stablity of $u \in V_{b}$ means the positivity of the first eigenvalue $\bar{\mu}_{1}$ whenever $\bar{\theta}>0$, because of the equality

$$
\begin{equation*}
\mathcal{Q}_{b, u}(w, w)=\frac{1}{\bar{\theta}|\Omega|}\left(\mathcal{C}_{b, u}(w), w\right)_{L^{2}} \tag{4.23}
\end{equation*}
$$

for $w \in D\left(\mathcal{L}_{b, u}\right)$. Henceforth, let $\tilde{\phi}_{1}, \tilde{\phi}_{2}, \cdots$ be the corresponding $L^{2}$-normalized eigenvectors.

Lemma 1 Let $m=1,2, \cdots$.
(i) Under the assumptions of Theorem 5 (i), the function $\hat{J}$, defined by

$$
\hat{J}(\tau):=J_{\bar{\theta}}\left(u+\sum_{i=1}^{m} \tau_{i} \phi_{i}\right), \quad \tau=\left(\tau_{1}, \cdots, \tau_{m}\right) \in \mathbb{R}^{m}
$$

is real analytic on $\mathbb{R}^{m}$.
(ii) Under the assumptions of Theorem 5 (ii), the function $\hat{\mathcal{J}}$, defined by

$$
\hat{\jmath}(\tau):=\mathcal{J}_{b}\left(u+\sum_{i=1}^{m} \tau_{i} \tilde{\phi}_{i}\right), \quad \tau=\left(\tau_{1}, \cdots, \tau_{m}\right) \in \mathbb{R}^{m}
$$

is real analytic at $\tau=\mathbf{0}$.

Proof (i) We take $\tau^{*}=\left(\tau_{1}^{*}, \cdots, \tau_{m}^{*}\right) \in \mathbb{R}^{m}$ and $\varepsilon^{*}>0$ arbitrarily. We put

$$
M=\|\epsilon(u)\|_{L^{\infty}}+\sum_{i=1}^{m}\left(\left|\tau_{i}^{*}\right|+\varepsilon^{*}\right)\left\|\epsilon\left(\phi_{i}\right)\right\|_{L^{\infty}}
$$

Here we note that $u \in H_{0}^{1} \cap H^{2}(\Omega)$ and $\phi_{i} \in H_{0}^{1} \cap H^{2}(\Omega), i=1, \cdots, m$, are given functions and that their regularity results from the standard elliptic theory with the help of the growth rates (3.7). It follows from the real analyticity of $H(\cdot, \bar{\theta})$ that there exist constants $C_{1}, C_{2}>0$ such that

$$
\begin{equation*}
\left|\partial_{\epsilon}^{|\alpha|} H(\epsilon, \bar{\theta})\right| \leq C_{1} C_{2}^{|\alpha|}|\alpha|! \tag{4.24}
\end{equation*}
$$

for any $|\epsilon|<M$ and $\{\alpha\}=1,2, \cdots$. Then, for any $r \in \mathbb{R}^{m}$ satisfying $\left|\tau-\tau^{*}\right|<$
$\varepsilon^{*}$, it holds that

$$
\begin{aligned}
& \left|\partial_{\tau}^{\alpha} \int_{\Omega} H\left(\epsilon\left(u+\sum_{i=1}^{m} \tau_{i} \phi_{i}\right), \bar{\theta}\right) \mathrm{d} x\right| \\
= & \left|\int_{\Omega} \partial_{\epsilon}^{|\alpha|} H\left(\epsilon\left(u+\sum_{i=1}^{m} \tau_{i} \phi_{i}\right), \bar{\theta}\right) \prod_{i=1}^{m} \epsilon\left(\phi_{i}\right)^{\alpha_{i}} \mathrm{~d} x\right| \\
\leq & \int_{\Omega}\left|\partial_{\epsilon}^{|\alpha|} H\left(\epsilon\left(u+\sum_{i=1}^{m} \tau_{i} \phi_{i}\right), \bar{\theta}\right)\right| \prod_{i=1}^{m}\left|\epsilon\left(\phi_{i}\right)\right|^{\alpha_{i}} \mathrm{~d} x,
\end{aligned}
$$

where $\alpha=\left(\alpha_{1}, \cdots, \alpha_{m}\right)$ is a multi-index. Since the inequality $\left|\tau-\tau^{*}\right|<\varepsilon^{*}$ implies that

$$
\begin{aligned}
\left|\epsilon\left(u+\sum_{i=1}^{m} \tau_{i} \phi_{i}\right)\right| & \leq\|\epsilon(u)\|_{L^{\infty}}+\sum_{i=1}^{m}\left|\tau_{i}\right|\left\|\epsilon\left(\phi_{i}\right)\right\|_{L^{\infty}} \\
& \leq\|\epsilon(u)\|_{L^{\infty}}+\sum_{i=1}^{m}\left(\left|\tau_{i}^{*}\right|+\varepsilon^{*}\right)\left\|\epsilon\left(\phi_{i}\right)\right\|_{L^{\infty}}=M
\end{aligned}
$$

we obtain

$$
\left|\partial_{\tau}^{\alpha} \int_{\Omega} H\left(\epsilon\left(u+\sum_{i=1}^{m} \tau_{i} \phi_{i}\right), \bar{\theta}\right) d x\right| \leq|\Omega| C_{1} C_{2}^{|\alpha|}|\alpha|!\left(\max _{i=1, \ldots, m}\left\|\epsilon\left(\phi_{i}\right)\right\|_{L^{\infty}}\right)^{|\alpha|}
$$

by using (4.24). On the other hand, it follows that

$$
\begin{aligned}
\partial_{\tau_{i}}\left(\left\|Q\left(u+\sum_{i=1}^{m} \tau_{i} \phi_{i}\right)\right\|_{L^{2}}^{2}\right) & =\int_{\Omega}\left(Q u+\sum_{i=1}^{m} \tau_{i} Q \phi_{i}\right) \cdot\left(Q \phi_{i}\right) \mathrm{d} x \\
\partial_{r_{i}} \partial_{\tau_{i^{\prime}}}\left(\left\|Q\left(u+\sum_{i=1}^{m} \tau_{i} \phi_{i}\right)\right\|_{L^{2}}^{2}\right) & =\int_{\Omega} Q \phi_{i} \cdot Q \phi_{i^{\prime}} \mathrm{d} x \\
\partial_{\tau}^{\alpha}\left(\left\|Q\left(u+\sum_{i=1}^{m} \tau_{i} \phi_{i}\right)\right\|_{L^{2}}^{2}\right) & =0, \quad|\alpha| \geq 3 .
\end{aligned}
$$

Hence $\hat{J}$ is real analytic on $\mathbb{R}^{m}$.
(ii) First, in the same way as (i), we can show that the functions $\hat{\mathcal{I}}_{i}$, defined by

$$
\hat{\mathcal{I}}_{i}(\tau):=X_{i}\left(u+\sum_{i=1}^{m} \tau_{i} \tilde{\phi}_{i}\right), \quad \tau=\left(\tau_{1}, \cdots, \tau_{m}\right) \in \mathbb{R}^{m}
$$

are real analytic on $\mathbb{R}^{m}$. Then $\hat{J}$ is real analytic at $\tau=0$ because of $\Phi \in$ $C^{\omega}\left(\left(s^{-}, s^{+}\right), \mathbb{R}\right)$, derived from the inverse function theorem.

Proof of Theorem 5 (i) It holds for $w \in H_{0}^{1} \cap H^{2}(\Omega)$ that

$$
\begin{align*}
& J_{\bar{\theta}}(u+w)-J_{\bar{\theta}}(\boldsymbol{u}) \\
= & \frac{1}{2} Q_{\bar{\theta}, u}(w, w)+o\left(\|\nabla w\|_{H^{t}}^{2}\right),  \tag{4.25}\\
= & \frac{1}{2} \sum_{i=1}^{\infty} \mu_{i}\left|\left(w, \phi_{i}\right)_{L^{2}}\right|^{2}+o\left(\|\nabla w\|_{H^{1}}^{2}\right), \quad\|\nabla w\|_{H^{t}} \ll 1 .
\end{align*}
$$

Suppose that the critical point $u \in H_{0}^{1} \cap H^{2}(\Omega)$ is non-degenerate, that is, the linearized operator $L_{\bar{\theta}, 山}$ does not have the eigenvalue 0 . Then $\mu_{1}>0$ because $u$ is a local minimizer of $J_{\overparen{\theta}}$. Thus there is $C>0$ such that

$$
\begin{equation*}
Q_{\bar{\theta}_{,}, \boldsymbol{u}}(\boldsymbol{w}, w) \geq C\|\nabla \boldsymbol{w}\|_{H^{2}}^{2} \tag{4.26}
\end{equation*}
$$

Actually, we have

$$
Q_{\bar{\theta}_{, u}}(\boldsymbol{w}, \boldsymbol{w}) \geq \mu_{1}\|\boldsymbol{w}\|_{L^{2}}^{2}
$$

and there exist $C_{1}, C_{2}>0$ such that

$$
Q_{\bar{\theta}_{1} u}(w, w) \geq C_{1}\|w\|_{H^{2}}^{2}-C_{2}\|\nabla w\|_{2}^{2}
$$

because of the $L^{p}$-estimate $\|u\|_{H^{2}} \leq C^{\prime}\|Q u\|_{L^{2}}$. Then we obtain (4.26) by using Gagliardo-Nirenberg's inequality.

Therefore, from (4.25) and (4.26), there exists $0<\varepsilon_{0} \ll 1$ such that any $\varepsilon_{1} \in\left(0, \varepsilon_{0} / 4\right\}$ admits $\delta_{0}>0$ such that $\|\nabla w\|_{H^{1}}<2 \varepsilon_{0}$ and $J_{\bar{\theta}}(u+w)-J_{\bar{\theta}}(u)<$ $\delta_{0}$ imply $\|\nabla w\|_{H^{1}}<\varepsilon_{1}$, which means that $u$ is $\bar{\theta}$-infinitesimally stable.

Suppose that the critical point $u \in H_{0}^{1} \cap H^{2}(\Omega)$ is degenerate with the multiplicity $m=1,2, \cdots$ :

$$
0=\mu_{1}=\cdots=\mu_{m}<\mu_{m+1} \leq \mu_{m+2} \leq \cdots
$$

As in the non-degenerate case, it follows from (4.25) that there exists $0<\varepsilon_{0} \ll 1$ such that any $\varepsilon_{1} \in\left(0, \varepsilon_{0} / 4\right]$ admits $\delta_{1}>0$ such that $\|\nabla w\|_{H^{1}}<2 \varepsilon_{0}$ and $J_{\bar{\theta}}(u+w)-J_{\bar{\theta}}(u)<\delta_{\mathrm{I}}$ imply

$$
\begin{equation*}
\|\nabla \bar{w}\|_{H^{1}}<\frac{\varepsilon_{1}}{2} \tag{4.27}
\end{equation*}
$$

Here and henceforth, we set $s_{i}=\left(w, \phi_{i}\right)_{L^{2}}, \underline{w}=\sum_{i=1}^{m} s_{i} \phi_{i}$, and $\bar{w}=\sum_{i=m+1}^{\infty} s_{i} \phi_{i}=$ $\boldsymbol{w}-\underline{w}$.

As $u \in H_{0}^{1} \cap H^{2}(\Omega)$ is a local minimizer of $J_{\bar{\theta}}$ and $J_{\bar{\theta}}$ is continuous on $H_{0}^{1} \cap H^{2}(\Omega)$, there is $\bar{\varepsilon}_{0}>0$ such that $0 \leq r_{1} \leq r_{2} \leq \bar{\varepsilon}_{0}$ implies

$$
\begin{equation*}
J_{\bar{\theta}}\left(u+r_{1} w\right) \leq J_{\bar{\theta}}\left(u+r_{2} w\right) \quad \text { for any } w=\sum_{i=1}^{m} s_{i} \phi_{i} \tag{4.28}
\end{equation*}
$$

where $s=\left(s_{i}\right)_{i=1, \cdots, m} \in S_{1}^{m-1}$ and $S_{r}^{m-1}=\left\{s \in \mathbb{R}^{m}| | s \mid=\tau\right\}$. We retake sufficiently small $\varepsilon_{0} \in\left(0, \bar{\varepsilon}_{0}\right)$. Given $\varepsilon_{1} \in\left(0, \varepsilon_{0} / 4\right]$,

$$
J_{\bar{\theta}}\left(u+\sum_{i=1}^{m} s_{i} \phi_{i}\right), \quad s \in S_{\varepsilon_{1} / 2}^{m-1}
$$

has a global minimizer $s=\varepsilon_{1} \hat{s} / 2 \in S_{\varepsilon_{1} / 2}^{m-1}$, because $S_{\varepsilon_{1} / 2}^{m-1}$ is compact. Let $\hat{s}=\left(\hat{s}_{i}\right)_{i=1, \cdots, m}$ and $\hat{w}=\sum_{i=1}^{m} \hat{s}_{i} \phi_{i}$.

Then the real analyticity of $\hat{J}$ at $\tau=0$, proven by Lemma 1 (i), implies

$$
J_{\bar{\theta}}(u+r \hat{w})-J_{\bar{\theta}}(u)=\hat{J}(r \hat{s})-\hat{J}(0)=\sum_{j=1}^{\infty} \frac{r}{j!}\left(\sum_{i=1}^{m} \hat{s}_{i} \partial_{\tau_{i}}\right)^{j} \hat{J}(0), \quad|r| \ll 1
$$

Assume that

$$
\begin{equation*}
\frac{1}{j!}\left(\sum_{i=1}^{m} \hat{s}_{i} \partial_{\tau_{i}}\right)^{j} \hat{J}(0)=0 \tag{4.29}
\end{equation*}
$$

for any $j=1,2, \cdots$. Then, by the identity theorem for real analytic functions, we have

$$
\begin{equation*}
\hat{J}(r \hat{s})=\hat{J}(0) \tag{4.30}
\end{equation*}
$$

for any $r \in \mathbb{R}$. On the other hand, it holds that

$$
\|\nabla(u+r \hat{w})\|_{H^{1}} \geq|r|\|\nabla \hat{w}\|_{H^{1}}-\left|\left|\nabla u \|_{H^{1}} \rightarrow+\infty, \quad\right| r\right| \rightarrow+\infty
$$

Thus, the coercivity of $J_{\bar{\theta}}$ implies that

$$
\hat{J}(r \hat{s}) \rightarrow+\infty, \quad|r| \rightarrow+\infty
$$

which contradicts (4.30). Hence, (4.29) does not hold, that is, there is $j=1,2$, ... such that

$$
\hat{\mu}_{j}=\frac{1}{j!}\left(\sum_{i=1}^{m} \hat{s}_{i} \partial_{r_{i}}\right)^{j} \hat{J}(0) \neq 0
$$

Therefore, there is $\hat{j}=4,6,8, \cdots$ such that

$$
\begin{equation*}
\hat{\mu}_{j}>0 \quad \text { and } \quad \hat{\mu}_{j}=0 \text { for any } j<\hat{j}, \tag{4.31}
\end{equation*}
$$

because $u$ is a local minimizer. Here, for any $k=1,2, \cdots$, it holds that

$$
\begin{aligned}
& J_{\bar{\theta}}(u+w)-J_{\bar{\theta}}(u) \\
= & \sum_{j=1}^{k} \frac{1}{j!} \mathrm{d}^{j} J_{\bar{\theta}}(u)[w, \cdots, w]+o\left(\|\nabla w\|_{H^{1}}^{k}\right), \quad\|\nabla w\|_{H^{1}} \ll 1,
\end{aligned}
$$

where

$$
\mathrm{d}^{j} J_{\bar{\theta}}(u)[w, \cdots, w]=\left.\frac{\mathrm{d}^{j}}{\mathrm{~d} s^{j}} J_{\bar{\theta}}(u+s w)\right|_{s=0}, \quad j=1,2, \cdots,
$$

is a $j$-linear form. Then, it follows from (4.31) that

$$
\begin{aligned}
J_{\bar{\theta}}(u+r \hat{w})-J_{\bar{\theta}}(u) & =\frac{1}{\hat{j}!} \mathrm{d}^{\hat{j}} J_{\bar{\theta}}(u)[r \hat{w}, \cdots, r \hat{\hat{w}}]+o\left(|r|^{\hat{j}}\right) \\
& =\hat{\mu}_{\hat{j}}|r|^{\dot{j}}+o\left(|r|^{\hat{j}}\right), \quad|r| \ll 1 .
\end{aligned}
$$

More precisely, there exists $0<r^{*}<1$ such that

$$
\begin{equation*}
J_{\bar{\theta}}(u+r \hat{w})-J_{\bar{\theta}}(u) \geq \frac{1}{2} \hat{\mu}_{\hat{j}}|r|^{\hat{j}} \tag{4.32}
\end{equation*}
$$

for any $r \in \mathbb{R}$ satisfying $|r| \leq r^{*}$. Let $R^{*}>0$ be the supremum of $r^{*}$ satisfying (4.32). We recall that $\varepsilon_{0} \in\left(0, \tilde{\varepsilon}_{0}\right\}$ is sufficiently small and that $\mathbb{R}^{m}$ is finitedimensional. Then we can assume $\varepsilon_{0} \leq R^{*}$.

Hence it follows from (4.28) and (4.32) that

$$
J_{\bar{\theta}}(u+\underline{w})-J_{\bar{\theta}}(u) \geq J_{\bar{\theta}}\left(u+\frac{\varepsilon_{1}}{2} \hat{w}\right)-J_{\bar{\theta}}(u)>\frac{1}{2} \hat{\mu}_{\bar{j}}\left(\frac{\varepsilon_{1}}{2}\right)^{\bar{j}}
$$

for any $\underline{w}=\sum_{i=1}^{m} s_{i} \phi_{i}$ satisfying $\varepsilon_{1} / 2 \leq|s|<\varepsilon_{0}$. Therefore, there exists $\delta_{2}>0$ such that $J_{\bar{\theta}}(\boldsymbol{u}+\underline{w})-J_{\bar{\theta}}(u)<\delta_{2}$ implies $|s|<\varepsilon_{1} / 2$. Here it holds that

$$
\begin{aligned}
& J_{\bar{\theta}}(u+w)-J_{\bar{\theta}}(u+\underline{w}) \\
= & \frac{1}{2} \sum_{i=m+1}^{\infty} \mu_{i}^{\prime}\left|\left(\bar{w}, \phi_{\dot{i}}^{\prime}\right)_{L^{2}}\right|^{2}+o\left(\|\nabla \bar{w}\|_{H^{1}}^{2}\right), \quad\|\nabla \bar{w}\|_{H^{1}} \ll 1,
\end{aligned}
$$

where $\mu_{i}^{\prime}$ and $\phi_{i}^{\prime}$ denote the eigenvalues and the corresponding $L^{2}$-normalized eigenvectors of $L_{\bar{\theta}, u+\underline{w}}$, respectively. From the standard perturbation theory of eigenvalues [18], we have $\mu_{i}^{\prime}>0$ for $i \geq m+1$, because $\varepsilon_{0}>0$ is sufficiently small. Thus $J_{\bar{\theta}}(u+w)-J_{\bar{\theta}}(u+\underline{w})>0$, and therefore, $J_{\bar{\theta}}(u+w)-J_{\bar{\theta}}(u)<\delta_{2}$ implies

$$
\begin{equation*}
|s|<\frac{\varepsilon_{1}}{2} \tag{4.33}
\end{equation*}
$$

As a result, we obtain the $\bar{\theta}$-infinitesimal stability of $\boldsymbol{u}$ by inequalities (4.27) and (4.33).
(ii) The proof is analogous to that of (i). First, similarly to (4.25), it holds for $w \in H_{0}^{1} \cap H^{2}(\Omega)$ that

$$
\begin{aligned}
& \mathcal{J}_{b}(u+w)-\mathcal{J}_{b}(u) \\
= & \frac{1}{2} \mathcal{Q}_{b, u}(w, w)+o\left(\|\nabla \boldsymbol{w}\|_{H^{1}}^{2}\right), \\
= & \frac{1}{2 \bar{\theta}|\Omega|} \sum_{i=1}^{\infty} \tilde{\mu}_{i}\left|\left(\boldsymbol{w}, \tilde{\phi}_{i}\right)_{L^{2}}\right|^{2}+o\left(\|\nabla \boldsymbol{w}\|_{\boldsymbol{H}^{1}}^{2}\right), \quad\|\nabla \boldsymbol{w}\|_{\boldsymbol{H}^{\mathrm{t}}} \ll 1,
\end{aligned}
$$

where $\bar{\theta}=\Theta(b, u)>0$. Then in the same way as (i), recalling Lemma 1 (ii), we can prove the assertion.

## 5 Eigenvalue problem

### 5.1 Global properties

When we ignore the positivity of the temperature $\bar{\theta}$ and regard the total energy $b \in \mathbb{R}$ as the eigenvalue, the stationary problem (1.25), expressed as

$$
\begin{cases}\left(\kappa_{1}+\kappa_{2} \bar{\theta}\right) Q^{2} u=\nabla \cdot H_{, \epsilon}(\epsilon(u), \bar{\theta}) & \text { in } \Omega  \tag{5.1}\\ u=Q u=0 & \text { on } \partial \Omega \\ b=\frac{\kappa_{1}}{2}\|Q u\|_{L^{2}}^{2}+\int_{\Omega} H(\epsilon(u), \bar{\theta})-H_{, \theta}(\epsilon(u), \bar{\theta}) \bar{\theta} \mathrm{d} x\end{cases}
$$

is a nonlinear eigenvalue problem with non-local terms. The eigenvalue $b \in \mathbb{R}$ is also called the bifurcation parameter. We consider the total set of $(b, u)$ which solves the stationary problem. On the other hand, for given any stationary temperature $\bar{\theta}>0$, we can consider the local problem ignoring the total energy conservation (5.1) $)_{3}$. In this case, the total set of $(\bar{\theta}, u)$ which solves the local stationary problem is to be investigated. It is rather easier to analyze the local problem because there is no non-local term. Moreover, the main results formulated im Section 3 and summarized in Table 1 provide a bridge between these two solution sets.

Henceforth, we drop the condition $\bar{\theta}>0$. Problem (5.1) can be rewritten as

$$
\begin{cases}\left(\kappa_{1}+\kappa_{2} \bar{\theta}\right) Q^{2} u=\nabla \cdot H_{, \epsilon}(\epsilon(u), \bar{\theta}) & \text { in } \Omega  \tag{5.2}\\ u=Q u=0 & \text { on } \partial \Omega \\ \bar{\theta}=\Theta(b, u) & \end{cases}
$$

where $b \in \mathbb{R}$ is regarded as the bifurcation parameter and $\theta=\Theta(b, u)$ is defined by (1.29). We denote the solution set of this non-local problem and that of the local problem

$$
\begin{cases}\left(\kappa_{1}+\kappa_{2} \bar{\theta}\right) Q^{2} u=\nabla \cdot H_{, \epsilon}(\epsilon(u), \bar{\theta}) & \text { in } \Omega  \tag{5.3}\\ u=Q u=0 & \text { on } \partial \Omega\end{cases}
$$

with the bifurcation parameter $\bar{\theta} \in \mathbb{R}$ as

$$
\begin{aligned}
\mathcal{S} & :=\{(b, u) \mid \text { classical solutions to }(5.2)\} \\
\mathcal{S}_{\mathrm{L}} & :=\{(\bar{\theta}, u) \mid \text { classical solutions to }(5.3)\}
\end{aligned}
$$

respectively. From the strict convexity of $\theta \mapsto-H(\cdot, \theta)$, the mapping

$$
(b, u) \in \mathcal{S} \quad \mapsto \quad(\vec{\theta}, u) \in \mathcal{S}_{\mathrm{L}}
$$

defined by $\bar{\theta}=\Theta(b, u)$, is a homeomorphism.
Note that $u=0$ is the trivial solution to (5.2). Namely there is the trivial branch $\{(b, 0) \mid b \in \mathbb{R}\}$ in the $(b, u)$-space while $\{(\bar{\theta}, 0) \mid \bar{\theta} \in \mathbb{R}\}$ is the trivial branch in the $(\bar{\theta}, u)$-space. Any other solution is said to be a nontrivial solution. Concerning the nontrivial solution, we show the upper bound of the temperature $\bar{\theta}$.

Theorem 6 Assume that $H=H(\epsilon, \theta)$ takes the form (1.4)-(1.5) and

$$
\begin{equation*}
W_{2, \epsilon}(\epsilon) \cdot \epsilon>0, \quad \epsilon \neq 0 \tag{5.4}
\end{equation*}
$$

Let $(\bar{\theta}, u) \in \mathbb{R} \times H_{0}^{1} \cap H^{2}(\Omega)$ be a nontrivial solution to (5.3). Furthermore, assume that there is a constant $C_{1}>0$ such that

$$
\frac{W_{1, \epsilon}(\epsilon) \cdot \epsilon}{W_{2, \epsilon}(\epsilon) \cdot \epsilon} \geq-C_{1}
$$

for any $\epsilon \neq 0$. Then there exists a constant $\vec{\theta}^{*}>0$ such that

$$
\bar{\theta}<\bar{\theta}^{*} .
$$

Proof To prove the assertion, we multiply scalarly (5.3) by $u$. Then it holds that

$$
\begin{equation*}
\frac{\kappa_{1}+\kappa_{2} \bar{\theta}}{2}\|Q u\|_{L^{2}}^{2}=-\int_{\Omega}\left\{W_{1, \varepsilon}(\epsilon(u))+\bar{\theta} W_{2, \varepsilon}(\epsilon(u))\right\} \cdot \epsilon(u) \mathrm{d} x \geq 0 \tag{5.5}
\end{equation*}
$$

Hence we obtain

$$
-C_{1} \leq \frac{\int_{\Omega} W_{1, \epsilon}(\epsilon(u)) \cdot \epsilon(u) \mathrm{d} x}{\int_{\Omega} W_{2, \epsilon}(\epsilon(u)) \cdot \epsilon(\boldsymbol{u}) \mathrm{d} x} \leq-\bar{\theta}
$$

that is, $\bar{\theta} \leq C_{1}=\bar{\theta}_{*}$.
So far we have described the common properties which can be observed in the energetic and the entropic cases. Concerning the a priori bound of the stationary solution, there is a difference between the energetic case, $\kappa_{1}>0$, $\kappa_{2}=0$, and the non-energetic one, $\kappa_{1} \geq 0, \kappa_{2}>0$.

Theorem 7 Assume that $H=H(\varepsilon, \theta)$ takes the form (1.4)-(1.5) and (5.4). Let $(\bar{\theta}, u) \in \mathbb{R} \times \boldsymbol{H}_{0}^{1} \cap H^{2}(\Omega)$ be a nontrivial solution to (5.3) and

$$
\gamma=\left\{\begin{array}{lll}
-\infty & \text { if } \kappa_{1}>0, & \kappa_{2}=0 \\
-\frac{\kappa_{1}}{\kappa_{2}} & \text { if } \kappa_{1} \geq 0, & \kappa_{2}>0
\end{array}\right.
$$

Assume that any $\bar{\theta}_{*}>\gamma$ admits a constant $C_{2}\left(\bar{\theta}_{*}\right)$ such that

$$
\left\{W_{1, \epsilon}(\epsilon)+\bar{\theta}_{*} W_{2, \epsilon}(\epsilon)\right\} \cdot \epsilon \geq-C_{2}
$$

for any $\epsilon \in \operatorname{Sym}(d, \mathbb{R})$. Then, any $\bar{\theta}_{*}>\gamma$ admits a constant $C\left(\bar{\theta}_{*}\right)>0$ such that $\bar{\theta} \geq \bar{\theta}_{\mathrm{m}}$ implies

$$
\|\nabla u\|_{H^{1}} \leq C\left(\bar{\theta}_{*}\right)
$$

Proof It follows from the assumption that

$$
\begin{aligned}
-\left\{W_{1, \epsilon}(\epsilon(u))+\bar{\theta} W_{2, \epsilon}(\epsilon(u))\right\} \cdot \epsilon(u) & \leq-\left\{W_{1, \epsilon}(\epsilon(u))+\bar{\theta}_{*} W_{2, \epsilon}(\epsilon\langle u))\right\} \cdot \epsilon(u) \\
& \leq C_{2}
\end{aligned}
$$

By (5.5), we obtain

$$
\frac{\kappa_{1}+\kappa_{2} \bar{\theta}}{2}\|Q u\|_{L^{2}}^{2} \leq C_{2}|\Omega|
$$

which completes the proof.
If we assume the growth rates (3.7), then the a priori bound of $\|\nabla u\|_{H^{1}}$ implies that of $\|u\|_{C^{4}+\alpha}, \alpha \in(0,1)$, by the elliptic regularity. By Theorems 6 and 7 , we have Figure 5.1 which describes the upper bound of the temperature and the a priori estimate of the stationary solution in the $(\bar{\theta}, u)$-space. In Figure 5.1, the horizontal and the vertical axes denote $\bar{\theta}$ and $u$, e.g. $\|\nabla u\|_{H^{1}}$, respectively. Namely, the hatched portion is the region where there is no nontrivial solution. In particular, we note that in the entropic case, $\kappa_{1}=0, \kappa_{2}>0$, the positivity of the temperature does not signify the existence of an a priori bound of the stationary solution.


Figure 5.1 Bounds of stationary solutions in the $(\bar{\theta}, u)$-space

### 5.2 ONE-DIMENSIONAL CASE

Henceforth, we consider the stationary solution in the one-dimensional case, $d=1$ and $\Omega=(0, l)$ with $l>0$. Note that the energetic case includes the Falk model on shape memory alloys.

We enumerate assumptions on the elastic energy $H=H(\epsilon, \theta)$. First, we always assume that $H=H(\epsilon, \theta)$ takes the form (1.4)-(1.5) with $f_{*}, W_{1}, W_{2} \in$ $C^{2}(\mathbb{R}, \mathbb{R})$ satisfying

$$
\begin{equation*}
\theta H_{, \theta \theta}<0 \tag{5.6}
\end{equation*}
$$

which is expressed equivalently as

$$
e_{*}^{\prime}(\theta)=-\theta f_{*}^{\prime \prime}(\theta)>0, \quad \theta \in \mathbb{R}
$$

where $e_{*}=e_{*}(\theta)$ is a $C^{1}$-function defined by $e_{*}(\bar{\theta})=f_{*}(\bar{\theta})-\bar{\theta} f_{*}^{\prime}(\bar{\theta})$. We also assume that

$$
\begin{align*}
& W_{1}(0)=W_{1, \epsilon}(0)=0 \\
& W_{2, \epsilon \epsilon}(0)>0, \quad W_{2}(0)=W_{2, \epsilon}(0)=0, \quad W_{2, \epsilon}(\epsilon) \neq 0, \quad \epsilon \neq 0 . \tag{5.7}
\end{align*}
$$

Then $W_{2} \geq 0$. We may assume also that

$$
\begin{equation*}
W_{1} \geq-C \tag{5.8}
\end{equation*}
$$

for a constant $C \geq 0$. Furtheremore, it follows from the isotropic requirement that

$$
\begin{equation*}
W_{i}(\epsilon)=W_{i}(-\epsilon), \quad i=1,2 \tag{5.9}
\end{equation*}
$$

The bifurcation problem (5.2) can be written as

$$
\begin{cases}\left(\bar{\kappa}_{1}+\tilde{\kappa}_{2} \bar{\theta}\right) \partial_{x}^{4} u=\left\{W_{1, \epsilon}\left(\partial_{x} u\right)+\bar{\theta} W_{2, \epsilon}\left(\partial_{x} u\right)\right\}_{x} & \text { in }(0, l),  \tag{5.10}\\ u=\partial_{x}^{2} u=0 & \text { on }\{0, l\} \\ b=\frac{\bar{\kappa}_{1}}{2}\left\|\partial_{x}^{2} u\right\|_{L^{2}}^{2}+l e_{*}(\bar{\theta})+\int_{0}^{l} W_{1}\left(\partial_{x} u\right) \mathrm{d} x_{1} & \end{cases}
$$

where $b \in \mathbb{R}$ is regarded as the bifurcation parameter, $e_{*}(\theta)=f_{*}(\theta)-\theta f_{*}^{\prime}(\theta)$, and $\bar{\kappa}_{1}=\kappa_{1}\left(\lambda_{A}+2 \mu_{A}\right)^{2}, \bar{\kappa}_{2}=\kappa_{2}\left(\lambda_{A}+2 \mu_{A}\right)^{2}$. We denote the solution set of this non-local problem and that of the local problem

$$
\begin{cases}\left(\bar{\kappa}_{1}+\bar{\kappa}_{2} \bar{\theta}\right) \partial_{x}^{4} u=\left\{W_{1, \epsilon}\left(\partial_{x} u\right)+\bar{\theta} W_{2, \epsilon}\left(\partial_{x} u\right)\right\}_{x} & \text { in }(0, l),  \tag{5,11}\\ u=\partial_{x}^{2} u=0 & \text { on }\{0, l\}\end{cases}
$$

with the bifurcation parameter $\bar{\theta} \in \mathbb{R}$ as

$$
\begin{aligned}
\mathcal{S} & :=\{(b, u) \mid \text { classical solutions to }(5.10)\} \\
\mathcal{S}_{\mathrm{L}} & :=\{(\bar{\theta}, u) \mid \text { classical solutions to }(5.11)\}
\end{aligned}
$$

respectively. Then the mapping

$$
\begin{equation*}
(b, u) \in \mathcal{S} \quad \mapsto \quad(\bar{\theta}, u) \in \mathcal{S}_{\mathrm{L}}, \tag{5.12}
\end{equation*}
$$

defined by $\bar{\theta}=\Theta(b, u)$, is a homeomorphism.
By using the abbreviation $\epsilon=\epsilon(u)$, that is, $\epsilon=\epsilon(x)=\partial_{x} u(x)$, we can see that the problem (5.10) is reduced to

$$
\begin{cases}-\left(\bar{\kappa}_{1}+\tilde{\kappa}_{2} \tilde{\theta}\right) \epsilon_{x x}=-W_{1, \epsilon}(\epsilon)-\bar{\theta} W_{2, \epsilon}(\epsilon) & \text { in }(0, l)  \tag{5.13}\\ \epsilon_{x}=0 & \text { on }\{0, l\} \\ \bar{\theta}=\bar{\Theta}(b, \epsilon), \quad \int_{0}^{l} \epsilon d x=0 & \end{cases}
$$

Here $\tilde{\Theta}=\tilde{\Theta}(b, \epsilon)$ is given by

$$
\ddot{\Theta}(b, \epsilon)=e_{*}^{-1}\left(\frac{b-\overline{\mathcal{I}}_{1}(\epsilon)}{l}\right), \quad \tilde{\mathcal{I}}_{1}(\epsilon)=\frac{\tilde{\kappa}_{1}}{2}\left\|\epsilon_{x}\right\|_{L^{2}}^{2}+\int_{0}^{l} W_{1}(\epsilon) \mathrm{d} x
$$

If $(b, \epsilon)$ solves (5.13), then the corresponding solution $(b, u) \in S$ to (5.10) is given by $u(x)=\int_{0}^{x} \epsilon\left(x^{\prime}\right) \mathrm{d} x^{\prime}$. Similarly, the problem (5.11) may be reduced to

$$
\begin{cases}-\left(\tilde{\kappa}_{1}+\tilde{\kappa}_{2} \bar{\theta}\right) \epsilon_{x x}=-W_{1, \epsilon}(\epsilon)-\bar{\theta} W_{2, \epsilon}(\epsilon) & \text { in }(0, l)  \tag{5.14}\\ \epsilon_{x}=0 & \text { on }\{0, l\} \\ \int_{0}^{l} \epsilon \mathrm{~d} x=0 & \end{cases}
$$

If $(\bar{\theta}, \epsilon)$ solves (5.14), then the corresponding solution $(\bar{\theta}, u) \in S_{L}$ to (5.11) is given by $u(x)=\int_{0}^{x} \epsilon\left(x^{\prime}\right) \mathrm{d} x^{\prime}$.

The quadratic form in the definition of the $\bar{\theta}$-linearized stability, see (4.18), is written as

$$
\begin{align*}
& Q_{\bar{\theta}, u}(w, w)=\left.\frac{\mathrm{d}^{2}}{\mathrm{~d} s^{2}} J_{\bar{\theta}}(u+s w)\right|_{s=0}  \tag{5.15}\\
& =\int_{0}^{l}\left(\tilde{\kappa}_{1}+\bar{\kappa}_{2} \bar{\theta}\right)\left|\partial_{x} \varphi\right|^{2}-\left(W_{1, \epsilon \epsilon}(\epsilon)+\bar{\theta} W_{2, \epsilon \epsilon}(\epsilon)\right) \varphi^{2} \mathrm{~d} x
\end{align*}
$$

where $\epsilon=\partial_{x} u, \varphi=\partial_{x} w \in H^{1}(0, l)$. We define the linearized operator $\hat{L}_{\bar{\theta}, \varepsilon}$ by

$$
\begin{equation*}
\hat{L}_{\bar{\theta}, \varepsilon}(\varphi)=\left(\tilde{\kappa}_{1}+\tilde{\kappa}_{2} \bar{\theta}\right) \partial_{x}^{2} \varphi-\left(W_{1, \epsilon \epsilon}(\epsilon)+\bar{\theta} W_{2, \varepsilon \epsilon}(\epsilon)\right) \varphi \tag{5.16}
\end{equation*}
$$

Then the $\bar{\theta}$-linearized stability means the positivity of the first eigenvalue of this self-adjoint operator in $L^{2}(0, l)$, with the domain

$$
D\left(\hat{L}_{\bar{\theta}, \mathrm{k}}\right)=\left\{\varphi \in H^{2}(0, l) \mid \varphi_{x}=0 \quad \text { on }\{0, l\}, \quad \int_{0}^{l} \varphi \mathrm{~d} x=0\right\}
$$

because of

$$
\begin{equation*}
Q_{\bar{\theta}, u}(w, w)=\left(\hat{L}_{\bar{\theta}, \epsilon}(\varphi), \varphi\right)_{L^{2}} \tag{5.17}
\end{equation*}
$$

Similarly, the quadratic form in the definition of the $b$-linearized stability, see (4.21), is written as

$$
\begin{align*}
& \mathcal{Q}_{b, u}(w, w)=\left.\frac{\mathrm{d}^{2}}{\mathrm{ds}^{2}} \mathcal{J}_{b}(u+s w)\right|_{s=0} \\
& =\frac{1}{\overline{\vec{\theta}}} \int_{0}^{l}\left(\tilde{\kappa}_{1}+\bar{\kappa}_{2} \bar{\theta}\right)\left|\partial_{x} \varphi\right|^{2}-\left(W_{1, \epsilon \epsilon}(\epsilon)+\bar{\theta} W_{2, \epsilon \epsilon}(\epsilon)\right) \varphi^{2} \mathrm{~d} x  \tag{5.18}\\
& \quad+\frac{1}{l^{2}}\left(e_{*}^{-1}\right)^{\prime}\left(\frac{b-\tilde{\mathcal{I}}_{1}(\epsilon)}{l}\right)\left(\tilde{\kappa}_{2}\left(\partial_{x} \epsilon, \partial_{x} \varphi\right)_{L^{2}}+\int_{0}^{l} W_{2, \epsilon}(\epsilon) \varphi \mathrm{d} x\right)^{2},
\end{align*}
$$

where $\bar{\theta}=\Theta(b, u)$. We define the linearized operator $\hat{\mathcal{L}}_{b, \epsilon}$ by

$$
\begin{align*}
\hat{\mathcal{L}}_{b, \epsilon}(\varphi)= & \left(\tilde{\kappa}_{1}+\tilde{\kappa}_{2} \bar{\theta}\right) \partial_{x}^{2} \varphi-\left(W_{1, \epsilon \epsilon}(\epsilon)+\bar{\theta} W_{2, \epsilon \epsilon}(\epsilon)\right) \varphi \\
+ & \frac{\bar{\theta}}{l}\left(e_{\dot{*}}^{-1}\right)^{\prime}\left(\frac{b-\overline{\mathcal{I}}_{1}(\epsilon)}{l}\right)\left(\tilde{\kappa}_{2}\left(\partial_{x} \epsilon, \partial_{x} \varphi\right)_{L^{2}}+\int_{0}^{l} W_{2, \epsilon}(\epsilon) \varphi \mathrm{d} x\right)  \tag{5.19}\\
& \times\left(-\tilde{\kappa}_{2} \partial_{x}^{2} \epsilon+W_{2, \epsilon}(\epsilon)\right) .
\end{align*}
$$

Then the $b$-linearized stability means the positivity of the first eigenvalue of this self-adjoint operator in $L^{2}(0, l)$, with the domain

$$
D\left(\hat{\mathcal{L}}_{b, e}\right)=\left\{\varphi \in H^{2}(0, l) \mid \varphi_{x}=0 \quad \text { on }\{0, l\}, \quad \int_{0}^{l} \varphi \mathrm{~d} x=0\right\}
$$

because of

$$
\begin{equation*}
Q_{b, u}(w, w)=\frac{1}{\bar{\theta} l}\left(\hat{\mathcal{L}}_{b, \varepsilon}(\varphi), \varphi\right)_{L^{2}} \tag{5.20}
\end{equation*}
$$

As in (4.15), we observe that

$$
\begin{align*}
Q_{b, u}(w, w) & =\left.\frac{\mathrm{d}^{2}}{\mathrm{~d} s^{2}} \mathcal{J}_{b}(u+s w)\right|_{s=0} \\
& =\left.\frac{1}{\bar{\partial} l} \frac{\mathrm{~d}^{2}}{\mathrm{~d} s^{2}} J_{\vec{\imath}}(u+s w)\right|_{s=0}+\hat{R}_{b, \varepsilon}(\varphi, \varphi)  \tag{5.21}\\
& =\frac{1}{\overline{\tilde{\theta} l}} Q_{\vec{\theta}, u}(w, w)+\hat{R}_{b, \varepsilon}(\varphi, \varphi)
\end{align*}
$$

where

$$
\hat{R}_{b, \epsilon}(\varphi, \varphi)=\frac{1}{l^{2}}\left(e_{\cdots}^{-1}\right)^{\prime}\left(\frac{b-\tilde{\mathcal{I}}_{1}(\epsilon)}{l}\right)\left(\tilde{R}_{2}\left(\partial_{x} \epsilon, \partial_{x} \varphi\right)_{L^{2}}+\int_{0}^{l} W_{2, \epsilon}(\epsilon) \varphi \mathrm{d} x\right)^{2} \geq 0
$$

because

$$
\left(e_{*}^{-1}\right)^{\prime}\left(\frac{b-\tilde{\mathcal{I}}_{1}(\epsilon)}{l}\right)=\frac{1}{e_{*}^{\prime}(\bar{\theta})}>0
$$

We formulate now several results concerning stationary one-dimensional solutions. The proofs of these results are presented in Subsection 5.3.

Theorem 8 Assume (5.7) and (5.9). Let $\left(b_{*}, \epsilon_{*}\right) \in \mathbb{R} \times C^{2}[0, l]$ be any nontrivial solution to (5.13). Then in any sufficiently small neighborhood of ( $b_{*}, \epsilon_{*}$ ), solutions to (5.19) generate a unique branch (one-dimensional manjfold) in $\mathbb{R} \times C^{2}[0, l]$.

Lemma 2 Assume (5.7) and (5.9). Then the following facts hold.
(i) Let $\left(b_{*}, \epsilon_{*}\right) \in \mathbb{R} \times C^{2}[0, l]$ be any nontrivial solution to (5.13). If the linearized aperator $\hat{L}_{b_{2}, \ldots,}$, defined by (5.19), has the eigenvalue 0 , then the eigenfunction $\tilde{\psi}=\tilde{\psi}(x)$ of $\hat{\mathcal{L}}_{b_{\bullet}, \epsilon_{-}}$associated with the eigenvalue 0 satisfies

$$
\begin{equation*}
\bar{\kappa}_{2}\left(\partial_{ \pm} \epsilon_{*}, \partial_{x} \bar{\psi}\right)_{L^{2}}+\int_{0}^{l} W_{\chi, \epsilon}\left(\epsilon_{\psi}\right) \bar{\psi} \mathrm{d} x \neq 0 \tag{5.22}
\end{equation*}
$$

(ii) Let $\left(\bar{\theta}_{*}, \epsilon_{*}\right) \in \mathbb{R} \times C^{2}[0, l]$ be any nontrivial solution to (5.14). If the linearized operator $\hat{L}_{\hat{\theta}_{0}, c_{0}}$, defined by (5.16), has the eigenvalue 0 , then the eigenfunction $\psi=\psi(x)$ of $\hat{L}_{\bar{\theta}_{\alpha, \epsilon_{*}}}$ associated with the eigenvalue 0 satisfies

$$
\begin{equation*}
\tilde{\kappa}_{2}\left(\partial_{x} \epsilon_{*}, \partial_{x} \psi\right)_{L^{2}}+\int_{0}^{l} W_{2, \epsilon}\left(\epsilon_{*}\right) \psi \mathrm{d} x \neq 0 \tag{5.23}
\end{equation*}
$$

Lemma 3 Assume (5.7) and (5.9). Then the following facts hold.
(i) Let $\left(b_{*}, \epsilon_{*}\right) \in \mathbb{R} \times C^{2}[0, l]$ be any solution to (5.13). If the linearized operator

(ii) Let $\left(\bar{\theta}_{*}, \epsilon_{+}\right) \in \mathbb{R} \times C^{2}[0, l]$ be any solution to (5.14). Then any eigenvaule of the linearized operator $\hat{I}_{\theta_{*}, \varepsilon_{*}}$, defined by (5.16), is simple.

Theorem 9 Assume (5.7). The bifurcation points on the branch $\{(b, 0) \mid b \in \mathbb{R}\}$ consisting of the trivial solutions to (5.13) are $b=b_{j}$, where

$$
\begin{align*}
& b_{j}=l\left(e_{m}\left(\vec{\theta}_{j}\right)-W_{1}(0)\right), \\
& \vec{\theta}_{j}=-\frac{l^{2} W_{1, \epsilon \epsilon}(0)+j^{2} \pi^{2} \bar{\kappa}_{1}}{l^{2} W_{2, \epsilon \epsilon}(0)+j^{2} \pi^{2} \vec{\kappa}_{2}}, \tag{5.24}
\end{align*}
$$

$j=1,2, \cdots$. In a neighborhood of the bifurcation point ( $\left.b_{j}, 0\right)$, the bifurcated branch consisting of solutions to (5.13) can be described as follows:

$$
\mathcal{C}_{j}=\left\{(b(s), \epsilon(s)) \in \mathbb{R} \times C^{2}[0, l] \mid s \in \mathcal{I}\right\}, \quad \epsilon(s)=\tilde{\psi}_{j}+z(s)
$$

where $\mathcal{I}$ is an open interval containing $0, b(0)=b_{j}, z(0)=\dot{z}(0)=0$,

$$
b: \mathcal{I} \rightarrow \mathbb{R}, \quad z: \mathcal{I} \rightarrow Z, \quad=\frac{\partial}{\partial s}, \quad \tilde{\psi}_{j}(x)=\sqrt{\frac{2}{l}} \cos \frac{j \pi x}{l}
$$

and $Z$ is a complement of span $\left\{\bar{\psi}_{j}\right\}$ in $C^{2}[0, l]$. Moreover, $\dot{b}(0)=0$ and

$$
\begin{gather*}
\ddot{b}(0)=W_{1, \varepsilon \epsilon}(0)+\frac{j^{2} \pi^{2}}{l^{2}}\left\{\tilde{\kappa}_{1}-\frac{e_{\star}^{t}\left(\bar{\theta}_{j}\right)}{2}\left(\partial_{\epsilon}^{4} W_{1}(0)+\bar{\theta}_{j} \partial_{\epsilon}^{4} W_{2}(0)\right)\right. \\
\left.\left(W_{2, \epsilon \epsilon}(0)+\frac{j^{2} \pi^{2} \bar{\kappa}_{2}}{l^{2}}\right)^{-1}\right\} . \tag{5.25}
\end{gather*}
$$

if $e_{*} \in C^{3}(\mathbb{R}), W_{1}, W_{2} \in \mathcal{C}^{4}(\mathbb{R})$.
Theorem 10 Assume (5.7). Let $u \in V_{b}$ be a critical point of $\mathcal{J}_{b}$ satisfying $\mathcal{Q}_{b, u}(w, w) \geq 0$ for any $w \in H_{0}^{1} \cap H^{2}(0, l)$. Then $u=0$ or $u$ has a definite sign in $(0, l)$.

Aanalysis similar to that in the previous subsection allows to conclude the following facts.

Theorem 11 Assume (5.7) and (5.8). Let $(\bar{\theta}, \epsilon)$ be a nontrivial solution to (5.14). Then there exists a constant $\bar{\theta}^{*}>0$ such that

$$
\vec{\theta}<\bar{\theta}^{*} .
$$

Theorem 12 Assume (5.7) and (5.8). Let $(\bar{\theta}, c)$ be a nontrivial solution to (5.14) and

$$
\gamma= \begin{cases}-\infty & \text { if } \kappa_{1}>0, \\ -\frac{\kappa_{1}}{\kappa_{2}} & \text { if } \kappa_{1} \geq 0, \\ \kappa_{2}>0\end{cases}
$$

Assume, furthermore, that any $\bar{\theta} .>\gamma$ admits a constant $C_{1}>0$ such that

$$
\begin{equation*}
\frac{W_{1}(\epsilon)}{W_{2}(\epsilon)} \geq-C_{1}, \quad \frac{W_{1}(\epsilon)}{W_{2}(\epsilon)} \rightarrow+\infty, \quad|\epsilon| \rightarrow \infty \tag{5.26}
\end{equation*}
$$

Then any $\bar{\theta}_{*}>\gamma$ admits a constant $C\left(\bar{\theta}_{*}\right)$ such that $\bar{\theta} \geq \bar{\theta}_{*}$ implies

$$
\|\epsilon\|_{L^{\infty}} \leq C\left(\widetilde{\theta}_{*}\right)
$$

In the case $\tilde{\kappa}_{2}=0$, these results has been proved in [34]. Concerning the stationary solutions, see also [35] for the boundary condition $u_{x}=\partial_{x}^{2} u_{x}=0$ on $\{0, l\}$, and $[15]$ for the Falk model

$$
W_{1}(\epsilon)=\alpha_{3} \epsilon^{6}-\alpha_{2} \epsilon^{4}-\alpha_{1} \theta_{c} \epsilon^{2}, \quad W_{2}(\epsilon)=\alpha_{1} \epsilon^{2}
$$

where $\alpha_{1}, \alpha_{2}, \alpha_{3}$, and the critical temperature $\theta_{c}$ are positive physical constants.
We are now able to draw the bifurcation structure by means of the above presented theorems together with the main results formulated in Section 3. First, the bifurcation points from the trivial branch $\{(b, 0) \mid b \in \mathbb{R}\}$ to (5.10) are $b=b_{j}, j=1,2, \cdots$, given by (5.24). In the $(\bar{\theta}, u)$-space, the associated bifurcation points are $\bar{\theta}=\bar{\theta}_{j}, j=1,2, \cdots$, also given by (5.24). Here,

$$
\bar{\theta}_{j} \downarrow \begin{cases}-\infty & \text { if } \kappa_{2}=0 \\ -\frac{\kappa_{1}}{\kappa_{2}} & \text { if } \kappa_{2}>0\end{cases}
$$

as $j \rightarrow \infty$. Considering the typical case $f_{*}(\theta)=-c_{v} \theta \log \theta$, we have $e_{*}(\theta)=$ $f_{*}(\theta)-\theta f_{*}^{\prime}(\theta)=c_{v} \theta$. If we define $e_{*}(\theta)=c_{\nu} \theta$ as a function on $\mathbb{R}$ and assume $W_{1}(0)=0$, then we also have

$$
b_{j} \downarrow \begin{cases}-\infty & \text { if } \kappa_{2}=0 \\ -\frac{c_{v} \kappa_{1} l}{\kappa_{2}} & \text { if } \kappa_{2}>0\end{cases}
$$

see Figures 5.2 and 5.3 .
Next, from Theorem 8, the total set of the stationary solutions with the bifurcation parameter $b \in \mathbb{R}$ is composed of the trivial branch and the nontrivial branches which may intersect only the trivial branch. Such a structure observed


Figure 5.2 Bifurcation diagrams in the energetic case


Figure 5.3 Bifurcation diagrams in the non-energetic case
in the $(b, u)$-space is also the case in the $(\bar{\theta}, u)$-space by virtue of the homeomorphism (5.12). It can be directly proven as in Theorem 8. Furthermore, any nontrivial branch consists of nontrivial solutions which have $j-1$ nodal zeros, $j=1,2, \cdots$, whose number are invariant along the branch by a standard argument concerning the number of nodal zeros. More precisely, we have the following.

Corollary 3 Assume (5.7) and (5.9). Then the following facts hold.
(i) The solution set $\mathcal{S}$ to (5.10) is composed of the trivial branch $\{(b, 0) \mid b \in \mathbb{R}\}$ and the nontrivial branches which may intersect only the trivial branch at $b=b_{j}, j=1,2, \cdots$, given by (5.24).
(ii) The solution set $\mathcal{S}_{\mathcal{L}}$ to (5.11) is composed of the trivial branch $\{(\bar{\theta}, 0) \mid \bar{\theta} \in$ $\mathbb{R}\}$ and the nontrivial branches which may intersect only the trivial branch at $\bar{\theta}=\bar{\theta}_{j}, j=1,2, \cdots$, given by (5.24).

On the other hand, Theorem 12 (or Theorems 6 and 7) ensures the upper bound $\vec{\theta}^{*}<+\infty$ of the temperature $\bar{\theta}$ for the existence of the nontrivial solution
and the a priori estimate $\|\epsilon(u)\|_{L^{\infty}} \leq C\left(\bar{\theta}_{+}\right)$for the solution $(\bar{\theta}, u)$ satisfying $\bar{\theta} \geq \bar{\theta}_{*}$. Consequently, we can assert the following, see [30].

Corollary 4 Under the assumptions of Theorem 9 and Corollary 3, any nontrivial branch belonging to the solution set $\mathcal{S}_{\mathrm{L}}$ to (5.11) is unbounded in the sense that $\bar{\theta} \rightarrow-\infty$ if $\kappa_{2}=0$ (energetic case) and $\bar{\theta} \rightarrow-\kappa_{1} / \kappa_{2}$ if $\kappa_{2}>0$ (non-energetic case). In other words, any nontrivial branch belonging to the solution set $S$ to (5.10) is unbounded in the sense that $\Theta(b, u) \rightarrow-\infty$ if $\kappa_{2}=0$ (energetic case) and $\Theta(b, u) \rightarrow-\kappa_{1} / \kappa_{2}$ if $\kappa_{2}>0$ (non-energetic case).

Let us take into consideration the stability of the stationary solutions and the positivity of the corresponding temperature, $\bar{\theta}=\Theta(b, u)>0$. In the case $b<b_{1}$ the trivial solution $u=0$ is not linearized stable so that there is a nontrivial global minimizer of $\mathcal{J}_{b}$. In view of (5.25) in Theorem 9 , we can see that there arise both cases of super- and sub-critical directions of the bifurcated branch from ( $b_{1}, 0$ ) which produce stable and unstable solutions. Note that any other bifurcated object consists of nodal solutions, which are therefore unstable by Theorem 11. We note also that any local minimizer has a definite sign by Theorem 11.

Some physical parameters comply with the sub-critical condition, $\ddot{b}(0)>0$ for (5.25) (see e.g. [11,5]). Moreover, the temperature $\bar{\theta}_{\lambda}=\Theta\left(b_{1}, \underline{0}\right)$ at the first bifurcation point is often positive. In this case, the temperature $\bar{\theta}=\Theta(b, u)$ is positive at least near the first bifurcation point ( $b_{1}, 0$ ).

Henceforth we focus on the first branch bifurcated from ( $b_{1}, 0$ ) and suppose $\ddot{b}(0)>0$ for (5.25) and $\bar{\theta}_{1}=\Theta\left(b_{1}, 0\right)>0$. Then we can obtain Figures 5.2 and 5.3 as possible bifurcation diagrams.

From Corollary 4, the bifurcated branch has at least one turning point in the $(\bar{\theta}, u)$-space and the temperature $\bar{\theta}$ finally goes to $-\infty$ in the energetic case, $\kappa_{2}=0$, and to $-\kappa_{1} / \kappa_{2}$ in the non-energetic case, $\kappa_{2}>0$. Hence by the comparison of the bifurcation structures to (5.10) and (5.11) along with Theorem 3, which implies the $b$-stability of any $\bar{\theta}$-stable critical point, we can say that the bifurcated branch has at least one turning point also in the ( $b, u$ )space.

More precisely, we can parametrize the branch emerged from ( $b_{1}, 0$ ) by $s \in \mathbb{R}$ such that $(b(s), u(s))=\left(b\left(s_{0}\right), u\left(s_{0}\right)\right),(b(s), u(s))=\left(b\left(s_{1}\right), u\left(s_{1}\right)\right)$, and $(b(s), u(s))=\left(b\left(s_{2}\right), u\left(s_{2}\right)\right)$ denote the bifurcation point, the first turning point in the ( $b, u$ )-space, and the first turning point in the ( $\bar{\theta}, u$ )-space, respectively. Here $s_{0}=0, s_{1}>0, s_{2}>0$, and, in particular, $(b(0), u(0))=\left(b_{1}, 0\right)$. The temperature $\bar{\theta}=\Theta(b(s), u(s))$ is non-decreasing in ( $0, s_{2}$ ), and so there is $\delta>0$ such that $\Theta(b(s), u(s))>0$ for $s \in\left(s_{1}, s_{2}+\delta\right)$ since $\bar{\theta}_{1}=\Theta\left(b_{1}, 0\right)>0$. Then we obtain $s_{1} \leqq s_{2}$ by Theorem 3 .

We can show that the inverse assertion of Theorem 3 does not hold in general by presenting a counterexample. It follows from Lemmas 2 and 3 that $\hat{R}_{b\left(s_{1}\right), \epsilon\left(u\left(s_{1}\right)\right)}>0$ and $\hat{R}_{b\left(s_{2}\right), c\left(u\left(s_{2}\right)\right)}>0$ in (5.21). Hence the turning point $\left(b\left(s_{2}\right), u\left(s_{2}\right)\right)$ is not $\bar{\theta}$-linearized stable (degenerate) but $b$-linearized stable, which is a counterexample to the inverse assertion of Theorem 3. Thus we
have $s_{1}<s_{2}$, see Figures 5.2 and 5.3. Furthermore, $\left\{(b(s), u(s)) \mid s \in\left(s_{1}, s_{2}\right)\right\}$ consists of not $\bar{\theta}$-linearized stable but $b$-linearized stable (or degenerate) solutions.

Thus, from $\bar{\theta}_{1}=\Theta\left(b_{1}, 0\right)>0$, there is $\delta>0$ such that $(b(s), u(s))$ satisfies $\Theta(b(s), u(s))>0$ and is $b$-linearized stable (or degenerate) for any $s \in\left(s_{1}, s_{2}+\delta\right)$. By virtue of Theorem 2 or Corollary 2, there is a dynamically stable nontrivial solution to (1.25) which coexists with the stable trivial solution $u=0$. Consequently, there arises a hysteresis related to the change of stable stationary states as $b$ decreases and increases. The existence of the hetero-clinic orbits and the hysteretic cycle may be suggested by the bifurcation diagram.

### 5.3 Proofs

Proof of Lemma 2 (i) Let $\epsilon_{*}=\epsilon_{*}(x)$ be $j$-times symmetric, $j=1,2, \ldots$. This means that $\psi_{1}=\partial_{x} \epsilon_{*}=\partial_{x} \epsilon_{*}(x)$ has exactly $j-1$ nodal zeros $x=l / j$, $2 l / j, \cdots,(j-1) l / j$ in ( $0, l$ ). Then the isotropic assumption (5.9) implies that $\epsilon_{*}=\epsilon_{*}(x)$ has exactly $j$ nodal zeros $x=l /(2 j), 3 l /(2 j), \cdots,(2 j-1) l /(2 j)$ in ( $0, l$ ).

Suppose

$$
\tilde{\kappa}_{2}\left(\partial_{x} \epsilon_{*}, \partial_{x} \tilde{\psi}\right)_{L^{2}}+\int_{0}^{l} W_{2, \epsilon}\left(\epsilon_{*}\right) \tilde{\psi} \mathrm{d} x=0
$$

In view of (5.16) and (5.19), we have

$$
\hat{\mathcal{L}}_{\dot{b}_{*}, \epsilon_{\epsilon}}(\tilde{\psi})=\hat{L}_{\tilde{\theta}_{-}, \epsilon_{\psi}}(\tilde{\psi})=0
$$

that is,

$$
\begin{cases}-\left(\tilde{\kappa}_{1}+\tilde{\kappa}_{2} \bar{\theta}\right) \partial_{x}^{2} \tilde{\psi}+\left(W_{1, \varepsilon \varepsilon}\left(\epsilon_{*}\right)+\bar{\theta}_{*} W_{2, \varepsilon \varepsilon}\left(\epsilon_{*}\right)\right) \bar{\psi}=0 & \text { in }(0, l) \\ \partial_{x} \bar{\psi}=0 & \text { on }\{0, l\}\end{cases}
$$

where $\bar{\theta}_{*}=\bar{\Theta}\left(b_{*}, \epsilon_{*}\right)$. On the other hand, differentiating (5.13) with respect to $x$, we have

$$
\begin{cases}\cdots\left(\bar{\kappa}_{1}+\tilde{\kappa}_{2} \bar{\theta}\right) \partial_{x}^{2} \psi_{1}+\left(W_{1 / \epsilon \epsilon}\left(\epsilon_{*}\right)+\bar{\theta}_{*} W_{2 / \epsilon \epsilon}\left(\epsilon_{*}\right)\right) \psi_{1}=0 & \text { in }(0, l) \\ \psi_{2}=0 & \text { on }\{0, l\}\end{cases}
$$

for $\psi_{1}=\partial_{x} \epsilon_{*}$. As $\psi_{1}=\psi_{1}(x)$ has a definite sign in ( $0,1 / j$ ), it follows from (5.9) and Sturm's comparison theorem (see e.g. [6]) that $\tilde{\psi}=\bar{\psi}(x)$ has exactly one nodal zero $x=l /(2 j)$ in $(0, l / j)$. Without loss of generality, we assume that $\tilde{\psi}>0$ and $\epsilon_{*}>0$ in $(0, l /(2 j))$ and that $\vec{\psi}<0$ and $\epsilon_{*}<0$ in $(l /(2 j), l / j)$. Then it holds that $\partial_{x} \epsilon_{*}<0$ and $\partial_{x} \tilde{\psi}<0$ in $(0, l / j)$. Moreover, $W_{2, \epsilon}\left(\epsilon_{*}\right) \tilde{\psi}>0$ in $(0, l / j) \backslash\{l /(2 j)\}$ from (5.7). Hence by a reflection argument, we have

$$
\begin{aligned}
& \tilde{\kappa}_{2}\left(\partial_{x} \epsilon_{*}, \partial_{x} \tilde{\psi}\right)_{L^{2}(0, l)}+\int_{0}^{l} W_{2, \epsilon}\left(\epsilon_{*}\right) \bar{\psi} \mathrm{d} x \\
= & j \bar{\kappa}_{2}\left(\partial_{x} \epsilon_{*}, \partial_{x} \tilde{\psi}\right)_{L^{z}(0, l / j)}+j \int_{0}^{l / j} W_{2, \epsilon}\left(\epsilon_{*}\right) \tilde{\psi} \mathrm{d} x>0
\end{aligned}
$$

which is a contradiction. This completes the proof.
(ii) In the same way as (i), we may prove the assertion by a contradiction.

Proof of Lemma 3 (i) If $\epsilon_{*}=0$, then $\int_{0}^{l} W_{2, ¢}\left(\epsilon_{*}\right) \tilde{\phi}_{x} \mathrm{~d} x=0$, and, therefore, the simplicity of any eigenvalue follows from the Sturm-Liouville theory. Thus we assume that $\left(b_{*}, \epsilon_{*}\right)$ is a nontrivial solution. Let $\bar{\psi}_{1}$ and $\bar{\psi}_{2}$ be eigenfunctions of $\hat{\mathcal{L}}_{b_{*}, \epsilon_{+}}$associated with the eigenvalue $0: \hat{\mathcal{L}}_{b_{*}, \epsilon_{*}}\left(\bar{\psi}_{1}\right)=\hat{\mathcal{L}}_{b_{*}, \epsilon_{*}}\left(\hat{\psi}_{2}\right)=0$. It follows from Lemma 2 that

$$
\begin{aligned}
& \tilde{\kappa}_{2}\left(\partial_{x} \epsilon_{*}, \partial_{x} \tilde{\psi}_{1}\right)_{L^{2}}+\int_{0}^{t} W_{2, \epsilon}\left(\epsilon_{*}\right) \tilde{\psi}_{1} \mathrm{~d} x \neq 0 \\
& \bar{\kappa}_{2}\left(\partial_{x} \epsilon_{*}, \partial_{x} \tilde{\psi}_{2}\right)_{L^{2}}+\int_{0}^{l} W_{2, \epsilon}\left(\epsilon_{*}\right) \tilde{\psi}_{2} \mathrm{~d} x \neq 0
\end{aligned}
$$

Then there exist nonzero constants $c_{1}$ and $c_{2}$ such that $\bar{\psi}_{3}=c_{2} \bar{\psi}_{1}+c_{2} \bar{\psi}_{2}$ satisfies

$$
\bar{\kappa}_{2}\left(\partial_{x} \epsilon_{*}, \partial_{x} \tilde{\psi}_{3}\right)_{L^{2}}+\int_{0}^{l} W_{2, \epsilon}\left(\epsilon_{*}\right) \bar{\psi}_{3} \mathrm{~d} x=0, \quad \hat{L}_{b_{*}, \epsilon_{*}}\left(\tilde{\psi}_{3}\right)=0
$$

Hence it holds that $\tilde{\psi}_{\mathrm{g}} \equiv 0$ by Lemma 2, that is, $\tilde{\psi}_{1}$ and $\tilde{\psi}_{2}$ are linearly dependent.
(ii) The assertion is obvious thanks to the Sturm-Liouville theory.

Proof of Theorem 8 If $\hat{\mathcal{L}}_{b_{1}, \epsilon_{\text {. }}}$ does not have the eigenvalue 0 , then the assertion follows from the implicit function theorem. Thus suppose that $\hat{\mathcal{L}}_{b_{\&}, \epsilon}$, has the eigenvalue 0 . From Lemma 3, it is simple. Let $\ddot{\psi}$ be the eigenfunction associated with the eigenvalue $0: \hat{\mathcal{L}}_{b_{0}, \epsilon_{t}}(\bar{\psi})=0$. Then it holds that

$$
\operatorname{Ker}\left(\hat{\mathcal{L}}_{b_{+}, \epsilon_{*}}\right)=\{\alpha \tilde{\psi} \mid \alpha \in \mathbb{R}\} .
$$

Define the operator $\Psi: \mathbb{R} \times \mathbb{R} \times \hat{X} \rightarrow C[0, l]$ by

$$
\begin{aligned}
& \Psi(s, \gamma, v) \\
= & -\left(\bar{\kappa}_{1}+\bar{\kappa}_{2} \bar{\theta}\right) \partial_{x}^{2}\left(\epsilon_{*}+s \tilde{\psi}+v\right)-W_{1, \varepsilon}\left(\epsilon_{*}+s \bar{\psi}+v\right) \\
& -\tilde{\Theta}\left(b_{*}+\gamma, \epsilon_{*}+s \bar{\psi}+v\right) W_{2, \varepsilon}\left(\epsilon_{*}+s \tilde{\psi}+v\right),
\end{aligned}
$$

where

$$
\hat{X}=\left\{v \in C^{2}[0, l] \mid \int_{0}^{l} v \bar{\psi} \mathrm{~d} x=0, \quad v_{x}=0 \quad \text { on }\{0, l\}\right\} .
$$

Zeros of $\Psi$ have one-to-one correspondence with solutions to (5.13) and it holds that $\Psi(0,0,0)=0$. Then the linearized operator $\Psi_{(\gamma, v)}(0,0,0): \mathbb{R} \times \hat{X} \rightarrow C[0, l]$, given by

$$
\Psi_{(\gamma, v)}(0,0,0)=\left(\frac{1}{e_{*}^{\prime}\left(\overline{\theta_{*}}\right) l}\left(-\tilde{\kappa}_{2} \partial_{x}^{2} \epsilon_{*}+W_{2, \epsilon}\left(\epsilon_{*}\right)\right) \quad \hat{\mathcal{L}}_{b_{-}, \epsilon_{*}}\right)
$$

is a homeomorphism by the aid of Lemma 2, where $\bar{\theta}_{*} \approx \ddot{\theta}\left(b_{*}, \varepsilon_{*}\right)$ and $e_{*}^{\prime}\left(\bar{\theta}_{*}\right)>$ 0 . Therefore, it follows from the implicit function theorem that for $|s| \ll 1$, there exists a unique $C^{1}$ mapping

$$
s \mapsto(\gamma(s), v(s)) \in \mathbb{R} \times \hat{X}
$$

such that

$$
\gamma(0)=0, \quad v(0)=0, \quad \Psi(s, \gamma(s), v(s))=0
$$

Consequently,

$$
\mathcal{C}^{*}=\{(b(s), \epsilon(s)) \in \mathbb{R} \times X| | s \mid \ll 1\}
$$

is the unique branch in the assertion, where $b(s)=b_{*}+\gamma(s), \epsilon(s)=\epsilon_{*}+s \tilde{\psi}+v(s)$.

Proof of Theorem 9 The bifurcation points from the trivial branch $\{(b, 0)$ | $b \in \mathbb{R}\}$ are obtained by the standard bifurcation theory from simple eigenvalues, see Crandall-Rabinowitz [7]. In fact, we have

$$
\begin{aligned}
\operatorname{Ker}\left(\hat{\mathcal{L}}_{j}\right) & =\left\{\alpha \bar{\psi}_{j} \mid \alpha \in \mathbb{R}\right\} \\
\operatorname{Ran}\left(\hat{\mathcal{L}}_{j}\right) & =\left\{v \in C[0, l] \mid \int_{0}^{l} v \widetilde{\psi}_{j} \mathrm{~d} x=0\right\}, \\
\bar{H}_{, b \in}\left(b_{j}, 0\right) \tilde{\psi}_{j} & =\frac{W_{2, \epsilon \epsilon}(0)}{e_{*}^{\prime}\left(\bar{\theta}_{j}\right) l} \tilde{\psi}_{j} \notin \operatorname{Ran}\left(\hat{\mathcal{L}}_{j}\right) \\
\bar{\psi}_{j}(x) & =\sqrt{\frac{2}{l}} \cos \frac{j \pi x}{l}
\end{aligned}
$$

where $\hat{\mathcal{L}}_{j}=\hat{\mathcal{L}}_{b_{j}, \mathrm{o}}$ and

$$
\bar{H}(b, \epsilon)=-\left(\tilde{\kappa}_{1}+\tilde{\kappa}_{2} \tilde{\Theta}(b, \epsilon)\right) \partial_{x}^{2} \epsilon+W_{1, \epsilon}(\epsilon)+\bar{\Theta}(b, \epsilon) W_{2, \epsilon}(\epsilon) .
$$

Next, we consider the branch $\mathcal{C}_{j}$ emerged from $\left(b_{j}, 0\right)$. For $(b(s), c\{s)) \in \mathcal{C}_{j}$, it holds that

$$
\bar{H}(b(s), \epsilon(s))=-\left\langle\tilde{\kappa}_{1}+\tilde{\kappa}_{2} \bar{\theta}(s)\right) \partial_{x}^{2} \epsilon(s)+W_{1, \varepsilon}(\epsilon(s))+\bar{\theta}(s) W_{2, \epsilon}(\epsilon(s))=0, \quad \text { (5.27) }
$$

where

$$
\begin{aligned}
& \bar{\theta}(s)=\tilde{\Theta}(b(s), \epsilon(s))=\epsilon_{*}^{-1}(\beta(s)) \\
& \beta(s)=\frac{b(s)-\frac{\overline{\mathcal{I}}_{1}(\epsilon(s))}{l}}{l}
\end{aligned}
$$

We note that

$$
\bar{\theta}(0)=\tilde{\theta}\left(b_{j}, 0\right)=e_{*}^{-2}\left(\frac{b_{j}}{l}\right)=\bar{\theta}_{j}, \quad \beta(0)=\frac{b_{j}}{l}
$$

Differentiating (5.27) with respect to $s$, we have

$$
\begin{align*}
0= & -\left(\tilde{\kappa}_{1}+\bar{\kappa}_{2} \bar{\theta}(s)\right) \partial_{x}^{2}\left(\bar{\psi}_{j}+\dot{z}(s)\right)-\bar{\kappa}_{2} \dot{\bar{\theta}}(s) \partial_{x}^{2} \epsilon(s)++W_{1, \epsilon \epsilon}\left(\vec{\psi}_{j}+\dot{z}(s)\right)  \tag{5.28}\\
& +\dot{\bar{\theta}}(s) W_{2, \epsilon}(\epsilon(s))+\bar{\theta}(s) W_{2, \epsilon \epsilon}(\epsilon(s))\left(\bar{\psi}_{j}+\dot{z}(s)\right),
\end{align*}
$$

where
$\dot{\bar{\theta}}(s)=\frac{\dot{\beta}(s)}{e_{*}^{\prime}(\bar{\theta}(s))}$,
$\dot{\beta}(s)=\frac{1}{l}\left\{\dot{b}(s)-\bar{\kappa}_{1} \int_{0}^{l} \partial_{x} \epsilon(s) \partial_{x}\left(\bar{\psi}_{j}+\dot{z}(s)\right) \mathrm{d} x-\int_{0}^{l} W_{1, \epsilon}(\epsilon(s))\left(\bar{\psi}_{j}+\dot{z}(s)\right) \mathrm{d} x\right\}$.
Note that

$$
\dot{\vec{\theta}}(0)=\frac{\dot{b}(0)}{e_{*}^{t}\left(\bar{\theta}_{j}\right) l}, \quad \dot{\beta}(0)=\frac{\dot{b}(0)}{l}
$$

Differentiating (5.28) once more, we have

$$
\begin{align*}
0= & -\left(\tilde{\kappa}_{1}+\bar{\kappa}_{2} \bar{\theta}(s)\right) \partial_{x}^{2} \ddot{z}(s)-2 \bar{\kappa}_{2} \dot{\bar{\theta}}^{2}(s) \partial_{x}^{2}\left(\tilde{\psi}_{j}+\dot{z}(s)\right)-\bar{\kappa}_{2} \ddot{\bar{\theta}}^{\prime}(s) \partial_{x}^{2} \epsilon(s) \\
& +\partial_{\epsilon}^{3} W_{1}(\epsilon(s))\left(\tilde{\psi}_{j}+\dot{z}(s)\right)^{2}+W_{1, \epsilon \epsilon}(\varepsilon(s)) \ddot{z}(s) \\
& +\ddot{\bar{\theta}}(s) W_{2, \epsilon}(\epsilon(s))+2 \dot{\bar{\theta}}(s) W_{2, \epsilon \epsilon}(\epsilon(s))\left(\tilde{\psi}_{j}+\dot{z}(s)\right)  \tag{5.29}\\
& +\bar{\theta}(s)\left\{\partial_{\epsilon}^{3} W_{2}(\epsilon(s))\left(\tilde{\psi}_{j}+\dot{z}(s)\right)^{2}+W_{2, \epsilon \epsilon}(\epsilon(s)) \ddot{z}(s)\right\},
\end{align*}
$$

where

$$
\begin{aligned}
\ddot{\bar{\theta}}(s)= & \frac{\ddot{\beta}(s)}{e_{*}^{\prime}(\bar{\theta}(s))}-\frac{e_{*}^{\prime \prime}(\bar{\theta}(s)) \dot{\rho}(s)^{2}}{e_{*}^{\prime}(\bar{\theta}(s))^{3}}, \\
\ddot{\beta}(s)= & \frac{I}{l}\left\{\ddot{b}(s)-\bar{\kappa}_{1} \int_{0}^{l}\left|\partial_{x}\left(\tilde{\psi}_{j}+\dot{z}(s)\right)\right|^{2}+\partial_{x} \epsilon(s) \partial_{x} \ddot{z}(s) \mathrm{d} x\right. \\
& \left.-\int_{0}^{l} W_{1, \epsilon \epsilon}(\epsilon(s))\left(\bar{\psi}_{j}+\dot{z}(s)\right)^{2}+W_{1, \epsilon}(\epsilon(s)) \ddot{z}(s) \mathrm{d} x\right\} .
\end{aligned}
$$

We note that

$$
\begin{aligned}
\ddot{\bar{\theta}}(0) & =\frac{\ddot{\beta}(0)}{e_{*}^{l}\left(\bar{\theta}_{j}\right)}-\frac{e_{幺}^{\prime \prime}\left(\bar{\theta}_{j}\right) \dot{\beta}(0)^{2}}{e_{*}^{\prime}\left(\bar{\theta}_{j}\right)^{3}} \\
\ddot{\beta}(0) & =\frac{1}{l}\left\{\ddot{b}(0)-\tilde{\kappa}_{1} \int_{0}^{l}\left|\partial_{x} \tilde{\psi}_{j}\right|^{2} \mathrm{~d} x-W_{1, \epsilon \epsilon}(0) \int_{0}^{l} \bar{\psi}_{j}^{2} \mathrm{~d} x\right\} \\
& =\frac{1}{l}\left\{\ddot{b}(0)-\frac{j^{2} \pi^{2} \tilde{\kappa}_{1}}{l^{2}}-W_{1, \epsilon \epsilon}(0)\right\}
\end{aligned}
$$

because $\left\|\bar{\psi}_{j}\right\|_{2}^{2}=1$ and $\left\|\partial_{x} \tilde{\psi}_{j}\right\|_{2}^{2}=j^{2} \pi^{2} / l^{2}$. Hence, taking $s=0$ in (5.29), we obtain

$$
\hat{\mathcal{L}}_{j}(\ddot{z}(0))+\frac{2 \dot{b}(0)}{\varepsilon_{*}^{\prime}\left(\bar{\theta}_{j}\right) l}\left(W_{2, \epsilon \epsilon}(0) \bar{\psi}_{j}-\bar{\kappa}_{2} \partial_{x}^{2} \bar{\psi}_{j}\right)=0
$$

and, therefore,

$$
\dot{b}(0)=\ddot{z}(0)=\dot{\beta}(0)=\dot{\vec{\theta}}(0)=0
$$

By differentiating (5.29) once more, we have

$$
\begin{align*}
0= & -\left(\tilde{\kappa}_{1}+\bar{\kappa}_{2} \bar{\theta}(s)\right) \partial_{x}^{2} \partial_{s}^{3} z(s)-3 \tilde{\kappa}_{2} \dot{\bar{\theta}}^{\prime}(s) \partial_{x}^{2} \ddot{z}(s)-3 \tilde{\kappa}_{2} \ddot{\vec{\theta}}(s) \partial_{x}^{2}\left(\tilde{\psi}_{j}+\dot{z}(s)\right) \\
& +\partial_{\epsilon}^{4} W_{1}(\epsilon(s))\left(\tilde{\psi}_{j}+\dot{z}(s)\right)^{3}+3 \partial_{\epsilon}^{3} W_{1}(\epsilon(s))\left(\tilde{\psi}_{j}+\dot{z}(s)\right) \ddot{z}(s) \\
& +W_{1, \epsilon \epsilon}(\epsilon(s)) \partial_{s}^{3} z(s) \\
& -\bar{\kappa}_{2} \partial_{s}^{3} \overline{\bar{\theta}}(s) \partial_{x}^{2} \epsilon(s)+\partial_{s}^{3} \overline{\bar{\theta}}(s) W_{2, \epsilon}(\epsilon(s))+3 \ddot{\bar{\theta}}(s) W_{2, \varepsilon \epsilon}(\epsilon(s))\left(\bar{\psi}_{j}+\dot{z}(s)\right)  \tag{5.30}\\
& +3 \dot{\bar{\theta}}(s)\left\{\partial_{\epsilon}^{3} W_{2}(\epsilon(s))\left(\bar{\psi}_{j}+\dot{z}(s)\right)^{2}+W_{2, \epsilon \epsilon}(\epsilon(s)) \ddot{z}(s)\right\} \\
& +\bar{\theta}(s)\left\{\partial_{\epsilon}^{4} W_{2}(\epsilon(s))\left(\bar{\psi}_{j}+\dot{z}(s)\right)^{3}+3 \partial_{\epsilon}^{3} W_{2}(\epsilon(s))\left(\tilde{\psi}_{j}+\dot{z}(s)\right) \ddot{z}(s)\right. \\
& \left.+W_{2, \epsilon \epsilon}(\epsilon(s)) \partial_{s}^{3} z(s)\right\},
\end{align*}
$$

where

$$
\begin{aligned}
\partial_{s}^{3} \bar{\theta}(s)= & \frac{\partial_{s}^{3} \beta(s)}{e_{*}^{\prime}(\bar{\theta}(s))}-\frac{3 e_{*}^{\prime \prime}(\bar{\theta}(s))}{e_{*}^{\prime}(\bar{\theta}(s))^{3}} \dot{\beta}(0) \ddot{\beta}(0)+\left(\frac{3 e_{*}^{\prime \prime}(\bar{\theta}(s))^{2}}{e_{*}^{\prime}(\bar{\theta}(s))^{5}}-\frac{e_{*}^{(3)}(\bar{\theta}(s))}{e_{*}^{\prime}(\vec{\theta}(s))^{4}}\right) \dot{\beta}(s)^{3} \\
\partial_{s}^{3} \beta(s)= & \frac{1}{l}\left\{\partial_{s}^{3} b(s)-\bar{\kappa}_{1} \int_{0}^{l} 3 \partial_{x}\left(\tilde{\psi}_{j}+\dot{z}(s)\right) \partial_{x} \ddot{z}(s)+\partial_{x} \epsilon(s) \partial_{x} \partial_{s}^{3} z(s) \mathrm{d} x\right. \\
& -\int_{0}^{l} \partial_{\varepsilon}^{3} W_{1}(\epsilon(s))\left(\tilde{\psi}_{j}+\dot{z}(s)\right)^{3}+3 W_{1, \varepsilon \epsilon}(\epsilon(s))\left(\tilde{\psi}_{j}+\dot{z}(s)\right) \ddot{z}(s) \\
& \left.+W_{1, \epsilon}(\epsilon(s)) \partial_{s}^{3} z(s) \mathrm{d} x\right\}
\end{aligned}
$$

Hence, taking $s=0$ in (5.30), we obtain

$$
\begin{aligned}
0= & \hat{\mathcal{L}}_{j}\left(\partial_{s}^{3} z(0)\right)+3 \ddot{\bar{\theta}}(0)\left(-\tilde{\kappa}_{2} \partial_{x}^{2}+W_{2, \epsilon \epsilon}(0)\right) \bar{\psi}_{j} \\
& +\left(\partial_{\epsilon}^{4} W_{1}(0)+\bar{\theta}(0) \partial_{\epsilon}^{4} W_{2}(0)\right) \bar{\psi}_{j}^{3} \\
= & \hat{\mathcal{L}}_{j}\left(\partial_{s}^{3} z(0)\right)+\frac{3}{e_{\psi}^{\prime}\left(\overline{\theta_{j}}\right) l}\left\{\ddot{b}(0)-\frac{j^{2} \pi^{2} \tilde{\kappa}_{1}}{l^{2}}-W_{1, \epsilon \epsilon}(0)\right\}\left(-\tilde{\kappa}_{2} \partial_{x}^{2}+W_{2, \epsilon \epsilon}(0)\right) \bar{\psi}_{j} \\
& +\left(\partial_{\epsilon}^{4} W_{1}(0)+\bar{\theta}_{j} \partial_{\epsilon}^{4} W_{2}(0)\right) \bar{\psi}_{j}^{3}
\end{aligned}
$$

and, therefore,

$$
\begin{aligned}
\ddot{b}(0)= & W_{1, \epsilon \epsilon}(0)+\frac{j^{2} \pi^{2} \bar{\kappa}_{1}}{l^{2}}-\frac{e_{*}^{\prime}\left(\bar{\theta}_{j}\right)}{2}\left(\partial_{\epsilon}^{4} W_{1}(0)+\bar{\theta}_{j} \partial_{\epsilon}^{4} W_{2}(0)\right) \\
& \left\|\tilde{\psi}_{j}\right\|_{4}^{4}\left(\tilde{\kappa}_{2}\left\|\partial_{x} \bar{\psi}_{j}\right\|_{2}^{2} W_{2, \epsilon \epsilon}(0)+\left\|\bar{\psi}_{j}\right\|_{2}^{2}\right)^{-1} \\
= & W_{1, \epsilon \epsilon}(0)+\frac{j^{2} \pi^{2}}{l^{2}}\left\{\tilde{\kappa}_{1}-\frac{e_{*}^{\prime}\left(\bar{\theta}_{j}\right)}{2}\left(\partial_{\epsilon}^{4} W_{1}(0)+\bar{\theta}_{j} \partial_{\epsilon}^{4} W_{2}(0)\right)\right. \\
& \left.\left(W_{2, \epsilon \epsilon}(0)+\frac{j^{2} \pi^{2} \tilde{\kappa}_{2}}{l^{2}}\right)^{-1}\right\} .
\end{aligned}
$$

This completes the proof.
Proof of Theorem 10 Suppose that $u=u(x)$ has $j-1$ nodal zeros in $(0, l)$, $j=2,3, \cdots$. Differentiating (5.13) with respect to $x$, we have

$$
\begin{cases}-\left(\bar{\kappa}_{1}+\bar{\kappa}_{2} \bar{\theta}\right) \partial_{x}^{2} \psi_{1}+\left(W_{1, \epsilon \epsilon}(\epsilon)+\bar{\theta} W_{2, \epsilon \epsilon}(\epsilon)\right) \psi_{1}=0 & \text { in }(0, l) \\ \psi_{1}=0 & \text { on }\{0, l\}\end{cases}
$$

where $\psi_{1}=\partial_{x} \epsilon, \epsilon=\partial_{x} u$, and $\bar{\theta}=\Theta(b, u)$. Here $\psi_{1}=\psi_{1}(x)$ has exactly $j-1$ nodal zeros $x=l / j, 2 l / j, \cdots,(j-1) l / j$ in ( $0, l$ ). Define the function $\hat{\psi}_{1} \in H^{1}(0, l)$ by

$$
\hat{\psi}_{\mathrm{j}}=\hat{\psi}_{1}(x)= \begin{cases}\psi_{1}(x) & \left(x \in\left[0, \frac{2 l}{j}\right]\right) \\ 0 & \left(x \in\left[\frac{2 l}{j}, l\right]\right)\end{cases}
$$

Then $\int_{0}^{l} \hat{\psi}_{1} \mathrm{~d} x=0$. Moreover, $\hat{\psi}_{1}=\hat{\psi}_{1}(x)$ and $\partial_{x} \epsilon=\partial_{x} \epsilon(x)$ are antisymmetric while $\epsilon=\epsilon(x)$ and $\partial_{x} \hat{\psi}_{1}=\partial_{x} \hat{\psi}_{1}(x)$ are symmetric with respect to $x=l / j$ in $[0,2 l / j]$. Hence we obtain

$$
\begin{aligned}
& \tilde{\kappa}_{2}\left(\partial_{x} \epsilon, \partial_{x} \hat{\psi}_{1}\right)_{L^{2}}+\int_{0}^{l} W_{2, \varepsilon}(\epsilon) \hat{\psi}_{1} \mathrm{~d} x \\
= & \tilde{\kappa}_{2}\left(\partial_{x} \epsilon, \partial_{x} \hat{\psi}_{1}\right)_{L^{2}(0,2 l / j)}+\int_{0}^{2 l / j} W_{2, \epsilon}(\epsilon) \hat{\psi}_{1} \mathrm{~d} x=0
\end{aligned}
$$

Consequently, it holds that $\mathcal{Q}_{b, u}(\hat{w}, \hat{w})=0$ for $\hat{w}=\hat{w}(x)=\int_{0}^{x} \hat{\psi}_{1}\left(x^{\prime}\right) \mathrm{d} x^{t}$. Recall that $\mathcal{Q}_{b, u}(w, w) \geq 0$ for any $w \in H^{2} \cap H_{0}^{1}(0, l)$. Then $w=\hat{w} \in H^{2} \cap$ $H_{0}^{1}(0, l)$ is a global minimizer of $\mathcal{Q}_{b, u}=\mathcal{Q}_{b, u}(w, w)$ and it satisfies

$$
\left\{\begin{array}{l}
-\left(\bar{\kappa}_{1}+\bar{\kappa}_{2} \bar{\theta}\right) \partial_{x}^{2} \hat{\psi}_{1}+\left(W_{1, \epsilon \epsilon}(\epsilon)+\bar{\theta} W_{2, \epsilon \epsilon}(\epsilon)\right) \hat{\psi}_{1}=0 \quad \text { in }(0, l), \\
\hat{\psi}_{1}(0)=\partial_{x} \hat{\psi}_{1}(0)=0 .
\end{array}\right.
$$

This implies $\hat{\psi}_{1} \equiv 0$ because of the uniqueness of solutions to the initial value problems for ODEs, which is a contradiction.

Proof of Theorem 11 Let $x=x_{*} \in[0, l]$ be any critical point of $\epsilon=\epsilon(x)$. It holds that

$$
\frac{\left(\bar{\kappa}_{1}+\bar{\varepsilon}_{2} \bar{\theta}\right)}{2}-\epsilon_{x}^{2}=W_{1}(\epsilon)+\bar{\theta} W_{2}(\epsilon)-W_{1}\left(\epsilon\left(x_{*}\right)\right)-\bar{\theta} W_{2}\left(\epsilon\left(x_{*}\right)\right) \quad \text { in }[0, l]
$$

Any nontrivial solution $\epsilon=\epsilon(x)$ has a simple nodal zero $x=x_{1} \in(0, l)$, that is, $\epsilon\left(x_{1}\right)=0$ and $\epsilon_{x}\left(x_{1}\right) \neq 0$, because $\int_{0}^{l} \epsilon \mathrm{~d} x=0$. Hence we have

$$
\begin{equation*}
\frac{\left(\bar{\kappa}_{1}+\bar{\kappa}_{2} \bar{\theta}\right)}{2} \epsilon_{x}\left(x_{1}\right)^{2}=-W_{1}\left(\epsilon\left(x_{*}\right)\right)-\bar{\theta} W_{2}\left(\epsilon\left(x_{*}\right)\right)>0 . \tag{5.31}
\end{equation*}
$$

Next, it holds that

$$
\begin{align*}
& W_{1}(v)=\frac{1}{2} W_{1, \epsilon \epsilon}(0) v^{2}+o\left(v^{2}\right) \\
& W_{2}(v)=\frac{1}{2} W_{2, \epsilon \epsilon}(0) v^{2}+o\left(v^{2}\right) \tag{5.32}
\end{align*}
$$

for $|v| \ll 1$. Suppose the assertion does not hold. Let $\bar{\theta} \geq \bar{\theta}_{1}$ be a constant, where $\bar{\theta}_{1}>0$ is a constant satisfying $\bar{\theta}_{1}>\left|W_{1, \epsilon \epsilon}(0) / W_{2, \epsilon \epsilon}(0)\right|$. It follows from (5.32) that there exists a constant $\delta_{1}>0$ such that

$$
\begin{array}{ll}
W_{2}(v)>\frac{1}{2} W_{2, \epsilon \epsilon}(0) \delta_{1}^{2} & \text { for }|v| \geq \delta_{1} \\
-W_{1}(v)-\bar{\theta} W_{2}(v) \leq 0 & \text { for } 0 \leq|v| \leq \delta_{1} \tag{5.34}
\end{array}
$$

by (5.7) and (5.32). Moreover, if $\bar{\theta} \geq 0$, then it follows from (5.8) and (5.33) that

$$
\begin{equation*}
-W_{1}(v)-\bar{\theta} W_{2}(v) \leq-\bar{\theta} W_{2}(v)+C \leq-\frac{1}{2} W_{2, \varepsilon}(0) \delta_{1}^{2} \bar{\theta}+C \quad \text { for }|v| \geq \delta_{1} \tag{5.35}
\end{equation*}
$$

Here, we take a constant $\bar{\theta}_{2} \geq \bar{\theta}_{1}$ satisfying $\bar{\theta}_{2}>2 C /\left(W_{2, \epsilon \epsilon}(0) \delta_{1}^{2}\right)$ and $\bar{\theta}_{2}>$ $\left|W_{1, \epsilon \epsilon}(0) / W_{2, \epsilon \epsilon}(0)\right|$, and retake $\bar{\theta} \geq \bar{\theta}_{2}$. Then inequalities (5.34) and (5.35) still hold true because of $W_{2} \geq 0$. Hence it holds that

$$
-W_{1}(v)-\bar{\theta} W_{2}(v) \leq 0 \quad \text { for any } v \in \mathbb{R}
$$

if $\bar{\theta} \geq \bar{\theta}_{2}$. Thus the assertion follows from (5.31).
Proof of Theorem 12 Let $x=x_{0} \in[0, l]$ be a maximal point of $|\epsilon|=|\epsilon(x)|$ : $\|\epsilon\|_{L^{\infty}}=\left|\epsilon\left(x_{0}\right)\right|$. It holds that

$$
\frac{\left(\bar{\kappa}_{1}+\bar{\kappa}_{2} \bar{\theta}\right)}{2} \epsilon_{x}^{2}=W_{1}(\epsilon)+\bar{\theta} W_{2}(\epsilon)-W_{1}\left(\epsilon\left(x_{0}\right)\right)-\bar{\theta} W_{2}\left(\epsilon\left(x_{0}\right)\right) \text { in }[0, \eta]
$$

Any nontrivial solution $\epsilon=\epsilon(x)$ has a simple nodal zero $x=x_{1} \in(0, l)$, that is, $\epsilon\left(x_{1}\right)=0$ and $\epsilon_{x}\left(x_{1}\right) \neq 0$, because $\int_{0}^{t} \epsilon \mathrm{~d} x=0$. Hence it follows that:

$$
\begin{equation*}
\frac{\bar{\kappa}_{1}}{2} \epsilon_{x}\left(x_{1}\right)^{2}=-W_{1}\left(\epsilon\left(x_{0}\right)\right)-\bar{\theta} W_{2}\left(\epsilon\left(x_{0}\right)\right)>0 \tag{5.36}
\end{equation*}
$$

in the energetic case, $\tilde{\kappa}_{2}=0$, and that

$$
\begin{equation*}
\left(\bar{\theta}+\frac{\bar{\kappa}_{1}}{\overline{\bar{\kappa}}_{2}}\right)=-\frac{2}{\bar{\kappa}_{2} \epsilon_{x}\left(x_{1}\right)^{2}}\left(W_{1}\left(\epsilon\left(x_{0}\right)\right)+\bar{\theta} W_{2}\left(\epsilon\left(x_{0}\right)\right)\right)>0 \tag{5.37}
\end{equation*}
$$

in the non-energetic case, $\tilde{\kappa}_{2}>0$. Here it holds that $W_{2}(\epsilon)>0$ for any $\epsilon \neq 0$ from (5.7). Therefore, it follows from (5.36) that

$$
\frac{W_{1}\left(\epsilon\left(x_{0}\right)\right)}{W_{2}\left(\epsilon\left(x_{0}\right)\right)}<-\bar{\theta} \leq-\bar{\theta}_{*}
$$

if $\bar{\theta} \geq \bar{\theta}_{*}$. Thus assumption (5.26) implies $\|\in\|_{L^{\infty}} \leq C\left(\bar{\theta}_{*}\right)$.
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