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The paper presents a new existence result for three-dimensional (3-D) shape memory model which has the form of a nonlinear thermoclasticity system with viscosity $\nu>0$ and capillarity $x>0$. In contrast to the previous authors results, proved under assumption $0<2 \sqrt{x}<\nu$, here we admit $x>0$ and $\nu>0$ possibly arbitrarily small. With such assumption the obtained existence result becomes more adequate for shape memory problems where viscosity effects are negligible small. Moreover, we consider a broader class of boundary conditions.
The main new part of the present paper constitutes solvability analysis of the initial-boundary-value problems for viscoelasticity system with capillarity.
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## 1. Introduction

The goal of this paper is to present a new existence result for threedimensional (3-D) shape memory model which has been previously studied

## L. Pawlow, W. Zajgczhowski

by the authors under more restrictive assumptions in [10], [11]. The model, firstly introduced and studied in [13], [14], [9], has the form of the following nonlinear thermoelasticity system with viscosity $\nu>0$ and strain-gradient coefficient (called capilarity) $x>0$ :

$$
\begin{array}{ll}
u_{t t}-\nu Q u_{t}+u Q^{2} u=\nabla \cdot F_{\varepsilon}(\varepsilon, \theta)+b & \text { in } \Omega^{T}=\Omega \times(0, T), \\
\left.u\right|_{t=0}=u_{0},\left.u_{t}\right|_{t=0}=u_{1} & \text { in } \Omega_{1} \\
B\left(\partial_{x}\right) u=0 & \text { on } S^{T}=S \times(0, T), \\
& \\
c_{0}(\varepsilon, \theta) \theta_{t}-k_{0} \Delta \theta=\theta F_{, \theta \varepsilon}(\varepsilon, \theta)+\nu\left(A \varepsilon_{t}\right) \cdot \varepsilon_{t}+g & \text { in } \Omega^{T}  \tag{1.2}\\
\left.\theta\right|_{t=0}=\theta_{0} & \text { in } \Omega \\
\boldsymbol{n} \cdot \nabla \theta=0 & \text { on } S^{T},
\end{array}
$$

where

$$
\begin{equation*}
c_{0}(\varepsilon, \theta)=c_{v}-\theta F_{, \theta \theta}(\varepsilon, \theta) \tag{1.3}
\end{equation*}
$$

and $B\left(\partial_{x}\right) \boldsymbol{u}$ stands for one of the following two types of boundary condjtions

$$
\begin{array}{ll}
u=0, \quad Q u=0 & \text { on } S^{T} \\
u=0, \quad(A \varepsilon(u)) n=0 & \text { on } S^{T} \tag{1.4}
\end{array}
$$

or

Here $\Omega \subset \mathbb{R}^{3}$ is a bounded domain with a smooth boundary $S$, occupied by a solid body in a reference configuration with constant mass density $(\rho=1) ; n$ is the unit outward normal vector to $S ; T>0$ is an arbitrary fixed time; $u: \Omega^{T} \rightarrow \mathbb{R}^{3}$ is the displacement and $\theta: \Omega^{T} \rightarrow \mathbb{R}_{+}$is the absolute temperature. The second order tensors

$$
\varepsilon=\varepsilon(\boldsymbol{u})=\frac{1}{2}\left(\nabla \boldsymbol{u}+(\nabla \boldsymbol{u})^{T}\right) \text { and } \varepsilon_{t}=\varepsilon\left(\boldsymbol{u}_{\boldsymbol{t}}\right)=\frac{1}{2}\left(\nabla \boldsymbol{u}_{t}+\left(\nabla \boldsymbol{u}_{t}\right)^{T}\right)
$$

denote respectively the linearized strain and the strain rate. The operator $Q$ stands for the linearized elasticity operator defined by

$$
\begin{equation*}
Q u=\nabla \cdot(A \varepsilon(u))=\mu \Delta u+(\lambda+\mu) \nabla(\nabla \cdot u) \tag{1.5}
\end{equation*}
$$

where $A=\left(A_{i j k l}\right)$ is the fourth order elasticity tensor representing linear isotropic. Hooke's law

$$
\begin{equation*}
A \varepsilon(u)=\lambda \operatorname{tr} \varepsilon(u) I+2 \mu \varepsilon(u) \tag{1.6}
\end{equation*}
$$

$I$ is the identity tensor, and $\lambda_{1} \mu$ are the Lame constants such that $\mu>0$ and $3 \lambda+2 \mu>0$.

Correspondingly, the fourth order operator $Q^{2}=Q Q$ is given by

$$
\begin{equation*}
Q^{2} u=\nabla \cdot(A \varepsilon(Q u))=\mu^{2} \Delta^{2} u+(\lambda+\mu)(\lambda+3 \mu) \nabla \nabla \cdot(\Delta u) . \tag{1.7}
\end{equation*}
$$

Moreover, $F(\varepsilon, \theta)$ denotes the elastic energy which is a nonconvex (multiwell) function of $\varepsilon$ with the shape strongly depending on $\theta$. The remaining quantities in (1.1), (1.2) have the following meaning: $c_{0}(\varepsilon, \theta)$ is the specific heat coefficient, $c_{v}, k_{0}, \nu$ and $\varkappa$ are positive numbers denoting respectively thermal specific heat, heat conductivity, viscosity and capillarity.

System (1.1), (1.2) describes balance laws for the linear momentum and the internal energy. The underlying free energy density has the LandauGinzburg form

$$
\begin{equation*}
f(\varepsilon(u), \nabla \varepsilon(u), \theta)=-c_{v} \theta \log \theta+F(\varepsilon(u), \theta)+\frac{\varkappa}{2}|Q u|^{2} \tag{1.8}
\end{equation*}
$$

with the three terms representing respectively thermal, elastic and straingradient (capillarity) energy. The corresponding stress tensor is given by

$$
\begin{equation*}
S=\frac{\delta f}{\delta \varepsilon}(\varepsilon(u), \nabla \varepsilon(u), \theta)+S^{\nu}=F_{, s}(\varepsilon(u), \theta)-\varkappa A \varepsilon(Q u)+\nu A \varepsilon\left(u_{t}\right), \tag{1.9}
\end{equation*}
$$

where $\delta f / \delta \varepsilon=f_{, \varepsilon}-\nabla \cdot f_{,} \nabla_{\varepsilon}$ denotes the first variation with respect to $\varepsilon$, and $S^{\nu}=\nu A \varepsilon\left(u_{t}\right)$ is the viscous stress according to Hooke's-like law. For thermodynamical background of the model we refer to [9], [14].

We add few remarks on model (1.1), (1.2) and its solvability. Firstly, we point out that dynamics $(1.1)_{1}$ is in accordance with the so-called viscositycapillarity criterion justified by several authors, among them Slemrod [15], Abeyaratne-Knowles [1] as a proper model for dynamics of phase transitions in van der Waals fluids and for propagating phase boundaries in solids. By this criterion, originally formulated in case of one space dimension, a proper constitutive relation for the stress has the form (see e.g. [1], eq. (2.8))

$$
\begin{equation*}
s=F_{, u_{x}}\left(u_{x}\right)-\varkappa u_{x x x}+\nu u_{x t} \tag{1.10}
\end{equation*}
$$

where $u_{x}$ is the strain, $F\left(u_{x}\right)$ is a nonconvex double-well elastic energy, and $\nu \geq 0$ and $x \geq 0$ are the viscosity and the strain-gradient coefficient, respectively. We can see that equation (1.9) generalizes stress-strain relation (1.10) to the case of three space dimensions.

Secondly, we remark that in case of vanishing viscosity $\nu=0$, problem (1.1), (1.2) represents a 3-D analog of the well-known Falk model for onedimensional martensitic phase transitions of the shear type (see [6], [4]). Unfortunately, either our previous theory [10], [11] or the present one do not cover the case $v=0$. The existence proofs in [10], [11] as well as
the earlier one in [14] were based on the following condition between the viscosity and capillarity coefficients

$$
\begin{equation*}
0<2 \sqrt{x}<\nu \tag{1.11}
\end{equation*}
$$

Such conditon allows for the decomposition of elasticity system (1.1) ${ }_{1}$ into two second order parabolic problems

$$
\begin{array}{ll}
w_{t}-\beta Q w=\nabla \cdot F_{\varepsilon}(\varepsilon, \theta)+b & \text { in } \Omega^{T}, \\
\left.w\right|_{t:=0}=u_{1}-\alpha Q u_{0} & \text { in } \Omega \\
w=0 & \text { on } S^{T}, \\
&  \tag{1.13}\\
u_{t}-\alpha Q u=w & \text { in } \Omega^{T}, \\
\left.u\right|_{t=0}=u_{0} & \text { in } \Omega, \\
u=0 & \text { on } S^{T},
\end{array}
$$

where $\alpha, \beta$ are numbers satisfying

$$
\alpha+\beta=\nu, \quad \alpha \beta=\varkappa
$$

Due to condition (1.11) these numbers are real and positive, $\alpha, \beta \in \mathbb{R}_{+}$. The decomposition (1.12), (1.13) was the main idea underlying the existence proofs in the above mentioned papers. It is known, however, that in structural phase transitions in shape memory alloys strain-gradient effect is observable but not the viscous one (see e.g. [4]). For that reason condition (1.11) is not appropriate for shape memory models.

In view of that it is of importance to construct an existence theory with relaxed condition (1.11). In the present paper we replace (1.11) by

$$
\begin{equation*}
x>0 \text { and } \nu>0 \tag{1.14}
\end{equation*}
$$

allowing the viscosity to be arbitrarily small but positive. In such a case system (1.1) is parabolic and the theory of parabolic equations can be applied (see [16], [5]).

We mention a similar study due to Yoshilawa [20] which is also concerned with the existence of solutions to problem (1.1), (1.2) under assumtion (1.14). On the contrary to the present paper, however, the result in [20] concerns model (1.1), (1.2) with simplified energy equation (1.2) . This simplification consists in neglecting the nonlinear term $-\theta F_{, \theta \theta}(\varepsilon, \theta)$ in the specific heat coefficient $c_{0}(\varepsilon, \theta)$ by assuming that $c_{0}(\varepsilon, \theta)=c_{\vartheta}=$ $=$ const $>0$. Obviously, such simplification destroys the thermodynamic structure of the model but makes the mathematical analysis much simpler.

We add that the same simplification was used in the first result on the global in time unique solvability of system (1.1), (1.2) in 2-D and 3-D cases obtained in [14].
The existence result due to Yoshikawa [20] generalizes that in [14] by admitting weaker assumptions on the data, in particular (1.14) instead of (1.11), and a more general solutions class. The technique used in [20] is different from the classical methods for parabolic systems applied in [14], [10], [11]. It is based on the so-called maximal regularity theory for abstract parabolic equations.

The authors papers [10] and [11] generalize the result of [14] respectively in 2-D and 3-D case by removing the above mentioned simplification of the energy equation. We stress that the presence of a non-linearity in the leading coefficient of the heat conduction equation introduces essential difficulties in the existence proof.

As it has been already mentioned in case of one-space dimension problem (1.1), (1.2) with $x>0$ and $\nu=0$ is identical with the Falk model. In such a case, in contrast to the three-dimensional one, there are several results on the existence and uniqueness of solutions, in particular due to Sprekels and Zheng [17], Aiki [2] and Yoshikawa [19]. The latter paper includes up-todate list of references related to 1-D Falk's model. For a survey of diffusedinterface models of shape alloys and the related mathematical results we refer to [12]. We mention also that problem (1.1), (1.2) without capillarity but with the viscosity, i.e. $x=0, \nu>0$, with simplified energy equation discussed above, has been studied by Zimmer [18].

Finally, we add a remark concerning boundary conditions in (1.1) $)_{2}$. In [14] and later in [10], [11] the no-displacement boundary condition $u=0$ on $S^{T}$ was chosen in order to apply the result due to Nečas [7] on the ellipticity property of the operator $Q$ whereas the condition $Q u=0$ on $S^{T}$ resulted in a compatibility with parabolic decomposition (1.12), (1.13).
In the present paper, apart from $u=0, Q u=0$ on $S^{T}$, we admit the other type of boundary conditions $(1.4)_{2}$.

The plan of the paper is as follows.
In Section 2 we formulate the assumptions and state the existence and uniqueness theorems. These theorems generalize the results of [11], Theorems 2.1, 2.2, by admitting assumption (1.14) and a broader class of boundary conditions (1.4).
In Section 3 we examine the solvability of the initial-boundary-value problem defined by the differential operator on the left-hand side of $(1.1)_{1}$ with initial conditions (1.1) 2 and boundary conditions (1.4). We show that the
differential operator is parabolic in the sense of Solonnikov and that the initial and boundary conditions satisfy the Shapiro-Lopatinskij conditions (complementarity condition).
In Section 4 we present auxiliary results on the solvability of parabolic problems of fourth and second order. These resultss play a liey role in the new existence proof.
Section 5 presents the outline of the existence proof.
We use following notations:

$$
\begin{gathered}
f_{, i}=\frac{\partial f}{\partial x_{i}}, \quad i=1,2,3, \quad f_{t}=\frac{d f}{d t}, \quad \varepsilon=\left(\varepsilon_{i j}\right)_{i, j=1,2,3} \\
F_{, \varepsilon}(\varepsilon, \theta)=\left(\frac{\partial F(\varepsilon, \theta)}{\partial \varepsilon_{i j}}\right)_{i, j=1,2,3}, \quad F_{, \theta}(\varepsilon, \theta)=\frac{\partial F(\varepsilon, \theta)}{\partial \theta}
\end{gathered}
$$

where space and time derivatives are material.
Vectors (tensors of the first order), tensors of the second order (referred simply to as tensors) and tensors of higher order are denoted by bold letters. Tensors of the second order represent linear transformations of vectors into vectors; $S^{T}, \operatorname{tr} S, S^{-1}$ and det. $S$, respectively, denote the transpose, trace, inverse, and determinant of a tensor $S$.
A dot designates the inner product, irrespective of the space in question: $\boldsymbol{u} \cdot \boldsymbol{v}$ is the inner prociuct of vectors $u=\left(u_{i}\right)$ and $v=\left(v_{i}\right), S \cdot R=\operatorname{tr}\left(S^{T} R\right)$ is the inner product of tensors $S=\left(S_{i j}\right)$ and $R=\left(R_{i j}\right), A^{m} \cdot B^{m}$ is the inner product of the $m$-th order tensors $A^{m}=\left(A_{i_{i} \ldots i_{m}}^{m}\right)$ and $B^{m}=\left(B_{i_{1} \ldots i_{n}}^{m}\right)$. In Cartesian components,

$$
\begin{aligned}
& (S u)_{i}=S_{i j} u_{j}, \quad\left(S^{T}\right)_{i j}=S_{j i}, \quad \operatorname{tr} S=S_{i i_{1}} \\
& u \cdot v=u_{i} u_{i}, \quad S \cdot \boldsymbol{R}=S_{i j} R_{i j}, \\
& A^{m} \cdot B^{m}=A_{i_{1} \ldots i_{m}}^{m} B_{i_{1} \ldots i_{m}}^{m} .
\end{aligned}
$$

Here and throughout the summation convention over repeated indices is used. By $\boldsymbol{A}=\left(A_{i j k l}\right)$ we denote the fourth order elasticity tensor which represents a symmetric linear transformation of symmetric tensors into symmetric tensors. We write $(A \varepsilon)_{i j}=A_{i j k l} \varepsilon_{k l}$.
The symbols $\nabla$ and $\nabla$. denote the material gradient and the divergence. For the divergence we use the convention of the contraction over the last index, e.g. $(\nabla \cdot S)_{i}=\partial S_{i j} / \partial x_{j}$.
We use the Sobolev spaces notation of [8]. Throughout the paper $c$ and $c(T)$ denote generic constants, different in various instances, depending on the data of the problen and domain $\Omega$. The argument $T$ indicates time horizon dependence which is always of the form $T^{a}, a \in \mathbb{R}_{+}$.

## 2. Assumptions and main results

Problem (1.1), (1.2) is studied under the following assumptions (A1)-(A5) (the same as in [11]):
(A1) Domain $\Omega \subset \mathbb{R}^{3}$ with the boundary of class $C^{4}$. The $C^{4}$ - regularity is needed to apply the classical regularity result for parabolic systems.
(A2) The coefficients of the operator $Q$ satisfy

$$
\mu>0, \quad 3 \lambda+2 \mu>0 .
$$

These conditions assure the following properties:
(i) Coercivity and boundedness of the operator $A$

$$
\begin{equation*}
\underline{c}|\varepsilon|^{2} \leq(A \varepsilon) \cdot \varepsilon \leq \tilde{c}|\varepsilon|^{2} \tag{2.1}
\end{equation*}
$$

where $\underline{c}=\min \{3 \lambda+2 \mu, 2 \mu\}, \vec{c}=\max \{3 \lambda+2 \mu, 2 \mu\}$;
(ii) Strong ellipticity of the operator $Q$ (see [14], Sec.7). Thanks to this property the following estimate due to Nečrs [7] holds true

$$
\begin{equation*}
c\|u\|_{W_{2}^{2}(\Omega)} \leq\|Q u\|_{L_{2}(\Omega)} \quad \text { for }\left\{u \in W_{2}^{2}(\Omega)|u|_{s}=0\right\} \tag{2.2}
\end{equation*}
$$

(iii) Parabolicity in general (Solonnikov) sense of system defined by the differential operator on the left-hand side of (1.1), (see Lemma 3.1).

The next assumption concerns the structure of the elastic energy.
(A3) Function $F(\varepsilon, \theta): S^{2} \times[0, \infty) \rightarrow \mathbb{R}$ is of class $C^{3}$, where $S^{2}$ denotes the set of symmetric second orcler tensors in $\mathbb{R}^{3}$. We assume the splitting

$$
F(\varepsilon, \theta)=F_{1}(\varepsilon, \theta)+F_{2}(\varepsilon)
$$

where $F_{1}$ and $F_{2}$ are subject to the following conditions:
(A3-1) Conditions on $F_{1}(\varepsilon, \theta)$
(i) concavity with respect to $\theta$

$$
\begin{equation*}
-F_{1, \theta \theta}(\varepsilon, \theta) \geq 0 \quad \text { for }(\varepsilon, \theta) \in S^{2} \times[0, \infty) \tag{2.3}
\end{equation*}
$$

(ii) Nonnegativity

$$
F_{1}(\varepsilon, \theta) \geq 0 \text { for }(\varepsilon, \theta) \in S^{2} \times[0, \infty)
$$

(iii) Boundedness of the norm

$$
\left\|F_{1}\right\|_{C^{3}\left(S^{2} \times(0, \infty)\right)}<\infty .
$$

(iv) Growth conditions. There exist a positive constant $c$ and numbers $s, K_{1} \in(0, \infty)$ such that

$$
\left|\partial_{\varepsilon}^{j} \partial_{\theta}^{i} F_{1}\right| \leq c\left(1+\theta^{s-i}|\varepsilon|^{K_{1}-j}\right), \quad 0 \leq i+j \leq 2, \quad i, j \in \mathbb{N}
$$

and $i=2, j=1$,
for large values of $\theta$ and $\varepsilon_{i j}$, where admissible ranges of $s$ and $K_{1}$ are given by

$$
0<s<\frac{2}{3}, \quad 0<K_{1}<\frac{15}{4} .
$$

Moreover, in case $K_{1}>1$ the numbers $s$ and $K_{1}$ are linked by the equality

$$
15 s+4 K_{1}=15
$$

(A3-2) Conditions on $F_{2}(\varepsilon)$
(i) Nonnegativity

$$
F_{2}(\varepsilon) \geq 0 \text { for } \varepsilon \in S^{2}
$$

(ii) Boundedness of the norm

$$
\left\|F_{2}\right\|_{C^{2}\left(S^{2}\right)}<\infty
$$

(iii) Growth conditions

$$
\left|\partial_{\varepsilon}^{i} F_{2}\right| \leq c\left(1+|\varepsilon|^{K_{2}-i}\right), \quad 0 \leq i \leq 2, \quad i \in \mathbb{N},
$$

for large values of $\varepsilon_{i j}$, where

$$
0<K_{2} \leq \frac{9}{2}
$$

Before formulating the assumptions on the data we note some consequences of assumption (A3-1) which are of importance for the existence proof. In view of (A3-1) (i), by definition of $c_{0}(\varepsilon, \theta)$,

$$
\begin{equation*}
0<c_{v} \leq c_{0}(\varepsilon, \theta) \text { for }(\varepsilon, \theta) \in S^{2} \times[0, \infty) \tag{2.4}
\end{equation*}
$$

Moreover, (A3-1) (iii) and (iv) imply the bounds

$$
\begin{align*}
& \left|c_{0}(\varepsilon, \theta)\right|, \quad\left|c_{0, \theta}(\varepsilon, \theta)\right| \leq c\left(1+|\varepsilon|^{K_{1}}\right) \\
& \left|c_{0, \varepsilon}(\varepsilon, \theta)\right| \leq c\left(1+|\varepsilon|^{\max \left\{0, K_{1}-1\right\}}\right) \text { for }(\varepsilon, \theta) \in S^{2} \times[0, \infty) \tag{2.5}
\end{align*}
$$

From (A3-i)(i) and (ii) it follows that

$$
\begin{equation*}
F_{1}(\varepsilon, \theta)-\theta F_{1, \theta}(\varepsilon, \theta) \geq 0 \quad \text { for }(\varepsilon, \theta) \in S^{2} \times[0, \infty) \tag{2.6}
\end{equation*}
$$

and owing to (A3-2) (i),

$$
\begin{equation*}
\left(F_{1}(\varepsilon, \theta)-\theta F_{1, \theta}(\varepsilon, \theta)\right)+F_{2}(\varepsilon) \geq 0 \text { for }(\varepsilon, \theta) \in S^{2} \times[0, \infty) \tag{2.7}
\end{equation*}
$$

what means that the elastic part of the internal energy is nonnegative. The later bound is used in derivation of energy estimate.
(A4) The data satisfy

$$
\begin{aligned}
& b \in L_{p}\left(\Omega^{T}\right), \quad 5<p<\infty, \\
& g \in L_{q}\left(\Omega^{T}\right), \quad 5<q<\infty, \text { and } g \geq 0 \text { a.e. in } \Omega^{T}, \\
& u_{0} \in W_{p}^{4-2 / p}(\Omega), \quad u_{1} \in W_{p}^{2-2 / p}(\Omega), \quad 5<p<\infty, \\
& \theta_{0} \in W_{q}^{2-2 / q}(\Omega), \quad 5<q<\infty, \quad \text { and } \theta_{*}=\min _{\Omega} \theta_{0}>0 .
\end{aligned}
$$

Moreover the initial data are supposed to satisfy the compatibility conditions for the classical solvability of parabolic problems.
We note that by Sobolev's imbeddings,

$$
\begin{equation*}
\theta_{0} \in C^{1, \alpha_{0}}(\Omega), \quad \varepsilon_{0} \in C^{2, \alpha_{0}^{\prime}} \text { with } 0<\alpha_{0}, \quad \alpha_{0}^{\prime}<1 \tag{2.8}
\end{equation*}
$$

Similarly as in [11] we introduce an additional technical assumption which requires a special separable form of $F_{1}(\varepsilon, \theta)$ :
(A5) Function $F_{1}(\varepsilon, \theta)$ has the form

$$
F_{1}(\varepsilon, \theta)=\sum_{i=1}^{N} \bar{F}_{1 i}(\theta) \tilde{F}_{2 i}(\varepsilon)
$$

where $N \in N$ is a finite number, and in accordance with (A3-1) (i)-(iii), (A5-1)

$$
\begin{array}{lll}
\tilde{F}_{1 i} \in C^{2}([0, \infty)), & \tilde{F}_{2 i} \in C^{2}\left(S^{2}\right), & i=1, \ldots, N \\
\tilde{F}_{1 i}(\theta) \geq 0, & \tilde{F}_{2 i}(\varepsilon) \geq 0, & i=1, \ldots, N \\
-\tilde{F}_{1 i, \theta \theta}(\theta) \geq 0, & & i=1, \ldots, N
\end{array}
$$

Moreover, functions $\tilde{F}_{i}(\theta), \quad i=1, \ldots, N$, are given by (A5-2)

$$
\tilde{F}_{1 i}(\theta)= \begin{cases}0 & \text { for } 0 \leq \theta \leq \theta_{1} \\ \varphi_{i}(\theta) & \text { for } \theta_{1} \leq \theta \leq \theta_{2} \\ \theta^{s_{i}} & \text { for } \theta \geq \theta_{2}\end{cases}
$$

where numbers $s_{i}, i=1, \ldots, N$, and $\theta_{1}, \theta_{2}$ satisfy the following conditions

$$
0<s_{i} \leq s<1, \quad 1<\theta_{1}<\theta_{2} \leq \theta_{1}^{1 / s_{i}} \quad \text { for } i=1, \ldots, N .
$$

The requirements in (A5-1) imply that

$$
\begin{array}{lll}
\varphi_{i}\left(\theta_{1}\right)=\theta_{1}, & \varphi_{i}^{\prime}\left(\theta_{1}\right)=1_{1}, & \varphi_{i}^{\prime \prime}\left(\theta_{1}\right)=0 \\
\varphi_{i}\left(\theta_{2}\right)=\theta_{2}^{s_{i}}, & \varphi_{i}^{\prime}\left(\theta_{2}\right)=s_{i} \theta_{2}^{s_{i}-1}, & \varphi_{i}^{\prime \prime}\left(\theta_{2}\right)=s_{i}\left(s_{i}-1\right) \theta_{3}^{s_{i}-2} \\
\theta^{s_{i}} \leq \varphi_{i}(\theta) \leq \theta, & -\varphi_{i}^{\prime \prime}(\theta) \geq 0, & \text { for } \theta \in\left(\theta_{1}, \theta_{2}\right)
\end{array}
$$

where $i=1, \ldots, N$. We note that functions $\tilde{F}_{1 i}(\theta)$ in (A5-2) satisfy the growth conditions (A3-1) (iv) which now read as follows

$$
\begin{aligned}
& \left|\partial_{\theta}^{j} \tilde{F}_{1 i}\right| \leq c\left(1+\theta^{s-j}\right) \\
& \left|\partial_{\varepsilon}^{j} \tilde{F}_{2 i}\right| \leq c\left(1+|\varepsilon|^{K_{1}-j}\right)
\end{aligned}
$$

where $i=1, \ldots, N$ and $j=0,1,2$. $\square$
We point out that in [11] the above separable form of $F_{1}(\varepsilon, \theta)$ has been used to prove the key $L_{\infty}$-norm estimate for $\theta$. In our present argumentation this part of the proof will remain unchanged. We add also that such separable form of $F_{1}(\varepsilon, \theta)$ is conformable with the known Falk-Konopka elastic energy model (for more detailed account see [11]).

The main result of the present paper is the following existence theorem.
Theorem 2.1: Let assumptions (A1)-(A5) be satisfied and the coefficients $\varkappa, \nu$ fulfil condition (1.14). Then for any $T>0$ there exists a solution ( $u, \theta$ ) to problem (1.1), (1.2) with boundary conditions (1.4) in the space

$$
\begin{equation*}
\boldsymbol{V}(p, q) \equiv\left\{(u, \theta) \mid u \in W_{p}^{4,2}\left(\Omega^{T}\right), \quad \theta \in W_{q}^{2,1}\left(\Omega^{T}\right), \quad 5<p \leq q<\infty\right\} \tag{2.9}
\end{equation*}
$$

such that

$$
\begin{equation*}
\|u\|_{W_{\mathrm{p}}^{1,2}\left(\Omega^{T}\right)} \leq c(T), \quad\|\theta\|_{W_{q}^{2,1}\left(\Omega^{T}\right)} \leq c(T) \tag{2.10}
\end{equation*}
$$

with a positive constant $C(T)$ depending on the data of the problem and $T^{a}, a \in \mathbb{R}_{+}$. Moreover, there exists a positive finite number $\omega$ satisfying

$$
\left[g+\nu\left(\boldsymbol{A} \varepsilon_{t}\right) \cdot \varepsilon_{t}\right] \exp (\omega t)+\left[\omega c_{0}\left(\varepsilon_{2} \theta\right)+F_{, \varepsilon_{\varepsilon}}(\varepsilon, \theta) \cdot \varepsilon_{t}\right] \theta_{*} \geq 0 \quad \text { in } \Omega^{T}
$$

such that

$$
\begin{equation*}
\theta \geq \theta_{*} \exp (-\omega t) \text { in } \Omega^{T} . \tag{2.11}
\end{equation*}
$$

We point out that this theorem generalizes the result in [11], Theorem 2.1, by admitting a wealer assumption on the coefficients $x, \nu$ and a broader class of boundary conditions.
We remark also that solutions specified in Theorem 2.1 enjoy, by virtue of Sobolev's imbeddings, the following properties:

$$
\begin{equation*}
u, u_{t}, \varepsilon, \nabla \varepsilon, \nabla^{2} \varepsilon, \varepsilon_{t}, \theta, \nabla \theta \tag{2.12}
\end{equation*}
$$

are Hölder continuous in $\Omega^{T}$ and satisfy the corresponding a priori bounds with constant $c(T)$.

For completeness we recall also the uniqueness result which follows by repeating the arguments used in [10] in the study of problem (1.1), (1.2), $(1.4)_{1}$ in 2-D case. The proof is based on a direct comparison of two solutions, the use of energy estimates together with the regularity properties (2.12). The parabolic decomposition of elasticity system (1.1) is not applied in the uniqueness proof.

Theorem 2.2: Let the assumptions of Theorem 2.1 be satisfied and in addition suppose that
(A6) $F(\varepsilon, \theta): S^{2} \times[0, \infty) \rightarrow$ is of class $C^{4}$, and $g \in L_{\infty}\left(\Omega^{T}\right)$.
Then the solution $(u, \theta) \in \boldsymbol{V}(p, q)$ to problem (1.1), (1.2) is unique.
3. Parabolicity of the elasticity system with viscosity and capillarity

We consider the following problem

$$
\begin{array}{ll}
u_{t t}-\nu Q u_{t}+\varkappa Q^{2} u=f & \text { in } \Omega^{T}, \\
\left.u\right|_{t=0}=u_{0},\left.u_{t}\right|_{t=0}=u_{1}, & \text { in } \Omega,  \tag{3.1}\\
B\left(\partial_{x}\right) u=0 & \text { on } S^{T},
\end{array}
$$

where $Q$ is the linear elasticity operator defined by (1.5) and $B\left(\partial_{x}\right) u$ stands for one of the following two types of boundary conditions

$$
u=0, Q u=0 \quad \text { on } S^{T}
$$

or

$$
\begin{equation*}
u=0,(A \varepsilon(u)) n=0 \quad \text { on } S^{T} \tag{3.2}
\end{equation*}
$$

In view of (1.5), (1.7) system (3.1) $)_{1}$ can be expressed in the explicit form

$$
\begin{align*}
& \boldsymbol{u}_{t t}+\Delta\left(-\nu \mu u_{t}+\varkappa \mu^{2} \Delta u\right) \\
& \quad+\nabla \nabla \cdot\left[-\nu(\lambda+\mu) u_{t}+\varkappa(\lambda+\mu)(\lambda+3 \mu) \Delta u\right]=f \tag{3.3}
\end{align*}
$$

or, equivalently, in the matrix form

$$
\begin{equation*}
\sum_{j=1}^{3} l_{k j}\left(\partial_{t}, \partial_{x}\right) u_{j}=f_{k}, \quad k=1,2,3, \tag{3.4}
\end{equation*}
$$

where

$$
\begin{align*}
& l_{k j}\left(\partial_{t}, \partial_{x}\right)=\delta_{k j}\left[\partial_{t}^{2}+\Delta\left(-\nu \mu \partial_{t}+\varkappa \mu^{2} \Delta\right)\right] \\
& \quad+\partial_{x_{k}} \partial_{x_{j}}\left[-\nu(\lambda+\mu) \partial_{t}+\varkappa(\lambda+\mu)(\lambda+3 \mu) \Delta\right] \tag{3.5}
\end{align*}
$$

By assumption (A2), $\mu>0, \lambda+\mu>0$.
We write (3.4) in the short form

$$
\begin{equation*}
\mathcal{L}\left(\partial_{t}, \partial_{s}\right) u=f \tag{3.6}
\end{equation*}
$$

where $\mathcal{L}\left(\partial_{t}, \partial_{x}\right)$ is the matrix operator with elements $\left\{l_{k j}\left(\partial_{i}, \partial_{x}\right)\right\}_{k, j=1,2,3}$. Moreover, let $L=\operatorname{det} \mathcal{L}$.

Lenma 3.1: System (3.1) $)_{1}$ is parabolic.
Proof: By the Fourier-Laplace transform

$$
\tilde{u}(\xi, p)=\int_{0}^{\infty} e^{p t} d t \int_{\mathbb{R}^{3}} e^{i \xi \cdot x} u(x, t) d x
$$

system (3.6) takes the form

$$
\sum_{j=1}^{3} l_{k j}(p, i \xi) \hat{u}_{j}=\hat{f}_{k}, \quad k=1,2,3 .
$$

Then

$$
L=d^{2}\left[d+(\lambda+\mu) b|\xi|^{2}\right]
$$

where

$$
d=p^{2}+\mu a|\xi|^{2}, \quad a=\nu p+\varkappa \mu|\xi|^{2}, \quad b=\nu p+\varkappa(\lambda+3 \mu)|\xi|^{2}
$$

The roots of equation $L=0$ are
(i) double-root $d=0$;
(ii) $d+(\lambda+\mu) b|\xi|^{2}=0$.

Solving (i) we get

$$
p^{2}+\nu \mu|\xi|^{2} p+\varkappa \mu^{2}|\xi|^{4}=0
$$

so

$$
p=\frac{-\nu \pm \sqrt{\nu^{2}-4 x}}{2} \mu|\xi|^{2}
$$

In case of (ii) we have

$$
p^{2}+(\lambda+2 \mu) \nu p|\xi|^{2}+x(\lambda+2 \mu)^{2}|\xi|^{4}=0
$$

Hence,

$$
p=\frac{-\nu \pm \sqrt{\nu^{2}-4 x}}{2}(\lambda+2 \mu)|\xi|^{2}
$$

In both cases there exists a real positive number $\delta$ such that

$$
\operatorname{Re} p \leq-\delta|\xi|^{3}
$$

This ends the proof.

Now we examine the boundary conditions.
Lemma 3.2: Boundary conditions $(3.2)_{1}$ and (3.2) $)_{2}$ satisfy the ShapiroLopatinskij conditions for system (9.1) (complementarity condition).

Proof: We examine system $(3.1)_{1}$ with the vanishing right-hand side and initial conditions, $f=u_{0}=u_{1}=0$. Let us denote this problem by $(P)$.
First we examine problem ( $P$ ) locally in the half-space $x_{\Omega}>0$. Looking for solutions vanishing at $x_{3} \rightarrow \infty$ the Shapiro-Lopatinskij condition means that we have only a solution identically equal to zero (see [16], Chap. 2, $\S 8$ ). Hence, we can replace this condition by the coercivity argument. For this purpose we derive an estimate for weak solutions of problem ( $P$ ). Multiplying (3.1) $)_{1}$ by $u_{t}$ and integrating over $\Omega$ we get

$$
\frac{1}{2} \frac{d}{d t} \int_{\Omega}\left|u_{t}\right|^{2} d x-\nu \int_{\Omega} Q u_{t} \cdot u_{t} d x+\varkappa \int_{\Omega} Q^{3} u \cdot u_{t} d x=0
$$

Integrating by parts and then integrating with respect to time yields

$$
\begin{align*}
& \frac{1}{2} \int_{\Omega}\left|u_{t^{\prime}}(t)\right|^{2} d x+\frac{\varkappa}{2} \int_{\Omega}|Q u(t)|^{2} d x+\nu \int_{\Omega^{\prime}}\left(A \varepsilon\left(u_{t^{\prime}}\right)\right) \cdot \varepsilon\left(u_{t^{\prime}}\right) d x d t^{\prime} \\
& -\nu \int_{S^{\prime}} u_{t^{\prime}} \cdot\left(A \varepsilon\left(u_{t^{\prime}}\right)\right) n d S d t^{\prime}+\varkappa \int_{S^{\prime}}^{u_{t^{\prime}} \cdot(A \varepsilon(Q u)) n d S d t^{\prime}}  \tag{3.7}\\
& -\varkappa \int_{S^{\prime}} Q u \cdot\left(A \varepsilon\left(u_{t^{\prime}}\right)\right) n d S d t^{\prime}=0, \quad t \leq T
\end{align*}
$$

We see that any of the boundary conditions (3.2) $)_{1}$ or (3.2) $)_{2}$ imply that the boundary integrals in (3.7) vanish. Hence, in view of estimates (2.1), (2.2), it followe that

$$
\left\|u_{t}\right\|_{L_{\infty}\left(0, r_{i} L_{3}(\Omega)\right)}+\|u\|_{L_{\infty}\left(0, T ; W_{2}^{2}(\Omega)\right)}+\left\|\varepsilon_{y}\right\|_{L_{2}(\Omega T)} \leq 0
$$

what implies $u=0$ in $\Omega^{T}$. This concludes the proof.

## 4. Auxiliary existence results for parabolic problems of

 fourth and second orderLet $\Omega \subset \mathbb{R}^{3}$ be a bounded domain with a sufficiently smooth boundary $S$. Let us consider the fourth order system

$$
\begin{array}{ll}
u_{t t}-\nu Q u_{i}+x Q^{2} u=f & \text { in } \Omega^{T} \\
\left.u\right|_{t=0}=u_{0},\left.\quad u_{t}\right|_{t=0}=u_{1} & \text { in } \Omega  \tag{4.1}\\
B\left(\partial_{x}\right) u=0 & \text { on } S^{T}
\end{array}
$$

where $B\left(\partial_{x}\right)$ is given by $(1.4)_{1}$ or $(1.4)_{2}$.
Lemma 4.1: Let $f \in L_{p}\left(\Omega^{T}\right), u_{0} \in W_{p}^{4-2 / p}(\Omega), u_{1} \in W_{p}^{2-3 / p}(\Omega), 1<$ $p<\infty, S \in C^{4}$. Then there exists a unique solation $u \in W_{p}^{4,3}\left(\Omega^{T}\right)$ of problem (4.1) such that
$\|u\|_{W_{p}^{4,2}(\Omega T)} \leq c\left(\|f\|_{L_{p}\left(\Omega^{T}\right)}+\left\|u_{0}\right\|_{W_{p}^{1-2 / p}(\Omega)}+\left\|u_{1}\right\|_{W_{p}^{3-2 / p}(\Omega)}\right)$.
Proof: Since the complementarity condition is satisfied (see Lemma 3.2) we apply the results of [16]. This shows the assertion.

Let us consider problem

$$
\begin{array}{ll}
u_{t t}-\nu Q u_{t}+\varkappa Q^{2} u=\nabla \cdot \sigma+b & \text { in } \Omega^{T}, \\
\left.u\right|_{t=0}=u_{0},\left.\quad u_{t}\right|_{t=0}=u_{1} & \text { in } \Omega  \tag{4.3}\\
\boldsymbol{B}\left(\partial_{x}\right) u=0 & \text { on } S^{T},
\end{array}
$$

where $\sigma=\left(\sigma_{i j}\right)_{i, j=1,2,3}, b=\left(b_{i}\right)_{i=1,2,3}, \boldsymbol{B}\left(\partial_{s}\right)$ given by $(1.4)_{1}$ or $(1.4)_{2}$.
Lemma 4.2: Let $\sigma \in L_{p}\left(\Omega^{T}\right), b \in L_{p}\left(\Omega^{T}\right)$, $u_{0} \in W_{p}^{3-2 / p}(\Omega)$,
$u_{1} \in W_{p}^{1-2 / p}(\Omega), 1<p<\infty, S \in C^{3}$. Then solutions of problem (4.3) satisfy the inequality

$$
\begin{align*}
& \|u\|_{W_{p}^{s, 3 / 2}\left(\Omega^{T}\right)} \leq c\left(\|\sigma\|_{L_{p}\left(\Omega^{T}\right)}\right. \\
& \left.\quad+\|b\|_{L_{p}\left(\Omega^{T}\right)}+\left\|u_{q}\right\|_{W_{p}^{s-3 / p}(\Omega)}+\left\|u_{1}\right\|_{W_{p}^{1-2 / p}(\Omega)}\right) \tag{4.4}
\end{align*}
$$

Proof: Let $G=\left(G_{i j}\right)_{i, j=1,2,3}$ be the Green function of problem (4.3) with vanishing initial conditions $u_{0}=u_{1}=0$ on the half-space $\tau_{3}>0$. Then $u$ admits the following representation

$$
u(x, t)=\int_{\substack{\mathbf{B}_{+}^{3} \times \text { T }}} G\left(x, t, x^{\prime}, t^{\prime}\right)\left(\nabla_{x^{\prime}} \cdot \sigma+b\right) d x^{\prime} d t^{\prime}
$$

Since $\left.G\right|_{x_{s}=0}=0$ we obtain

$$
\begin{equation*}
u(x, t)=-\int_{\mathbf{B}_{+}^{s} \times \mathbf{e}} \nabla_{x^{\prime}} G\left(x, t, x^{\prime}, t^{\prime}\right) \sigma d x^{\prime} d t^{\prime}+\int_{\mathbf{E}_{+}^{s} \times \mathbf{R}} G b d x^{\prime} d t^{\prime} \tag{4.5}
\end{equation*}
$$

where $\left(\nabla_{\boldsymbol{m}^{\prime}} G \sigma\right)_{i}=\sum_{j, k=1}^{3} \theta_{x_{k}^{\prime}} G_{i j} \sigma_{j k}$. In view of (4.5), by [16] it follows that

Next, by using the regularizer technique and the extension of the initial data the assertion can be concluded.

Now let us consider the parabolic problem

$$
\begin{array}{ll}
a(x, t) \theta_{t}-\Delta \theta=f & \text { in } \Omega^{T}, \\
\left.\theta\right|_{t=0}=\theta_{0} & \text { in } \Omega_{1},  \tag{4.6}\\
n \cdot \nabla \theta=0 & \text { on } S^{T} .
\end{array}
$$

Lemma 4.3: Let $f \in L_{p}\left(\Omega^{T}\right), \theta_{0} \in W_{p}^{2-2 / p}(\Omega), 1<p<\infty, S \in C^{2}$ and the coefficient $a \in C^{\alpha, \alpha / 2}\left(\Omega^{T}\right), \alpha \in(0,1)$ satisfies $a^{*} \geq a \geq a_{*}>0, a_{*}, a^{*}$ - constants, $a_{t} \in L_{2}\left(0, T_{;} L_{2}(\Omega)\right)$. Then there exists a unique solution $\theta \in W_{p}^{2,1}\left(\Omega^{T}\right)$ of problem (4.6) such that

$$
\begin{align*}
& \|\theta\|_{\boldsymbol{w}^{2,1},\left(\Omega^{T}\right)} \leq \varphi\left(\frac{1}{\operatorname{mina}}, \max a,\|a\|_{C_{a, a} /{ }_{2}\left(\Omega^{T}\right)},\left\|a_{n}\right\|_{L_{2}\left(\Omega^{T}\right)}, T\right)  \tag{4.7}\\
& \cdot\left[\left\|\left\|_{L_{p}\left(\Omega^{T}\right)}+\right\| \theta_{0}\right\|_{W_{r}^{2}-2 / p(\Omega)}+\|\theta\|_{V_{r}^{( }\left(\Omega^{T}\right)}\right]
\end{align*}
$$

and

$$
\begin{equation*}
\|\theta\|_{V_{2}^{\mathrm{p}}\left(\Omega^{T}\right)}:=\operatorname{ess} \sup _{z \in(0, T)}\|\theta(t)\|_{L_{2}(\Omega)}+\|\nabla \theta\|_{L_{2}\left(\Omega^{T}\right)} \leq A(T) \tag{4.8}
\end{equation*}
$$

where $\varphi$ is an increasing positive function of its arguments, and $A(T)$ is a positive function depending on the data $f ; \theta_{0}$ and $a,\left\|a_{t}\right\| L_{2}\left(\Omega^{T}\right)$.

Proof: First we obtain energy inequality (4.8). Next by applying a partition of unity and using energy inequality (4.8) we obtain (4.7).

## 5. Outline of the proof of Theorem 2.1

The idea of the proof is the same as in [11]. It is based on the LeraySchauder fixed point theorem. In the present proof the essential role play the auxiliary results in Lemmas 4.1-4.3. Here we present the main steps, the details are given in [11].

Step 1. The solution map. We use the Leray-Schauder theorem in the following formulation:
Theorem 5.1: Let $B$ be a Banach space. Assume that $T:[0,1] \times B \rightarrow B$ is a map with the following properties:
(i) For any fixed $\tau \in[0,1]$ the map $T(\tau, \cdot): B \rightarrow B$ is completely continuous.
(ii) For every bounded subset $\mathcal{C}$ of $B$, the family of maps $T(\cdot, \chi):[0,1] \rightarrow$ $B, \chi \in \mathcal{C}$, is uniformly equicontinuous.
(iii) There is a bounded subset $\mathcal{C}$ of $B$ such that any fixed point in $B$ of $T(\tau, \cdot), 0 \leq \tau \leq 1$, is contained in $\mathcal{C}$.
(iv) $T(0, \cdot)$ has precisely one fixed point in $B$.

Then $T(1, \cdot)$ has at least one fixed point in $\mathcal{B}$.
In order to define the corresponding solution map we extend the definition of $F_{1}(c, \theta)$ to all $\theta \in \mathbb{R}$ in such a way that it is of class $C^{3}$, and that

$$
F_{1, \theta \theta}(c, \theta) \geq 0 \quad \text { for all }(c, \theta) \in S^{2} \times(-\infty, 0)
$$

With such extension the lower bound (2.4) on $c_{0}(\varepsilon, \theta)$ remains valid for all $(\varepsilon, \theta) \in S^{2} \times \mathbb{R}$.
The solution space is $V(p, q)$ defined by (2.9). The solution map

$$
\begin{equation*}
T(\tau, \cdot):(\bar{u}, \bar{\theta}) \in V(p, q) \rightarrow(u, \theta) \in V(p, q), \quad \tau \in[0,1] \tag{5.1}
\end{equation*}
$$

is defined by means of the following initial-boundary value problems:

$$
\begin{array}{ll}
\quad u_{t t}-\nu Q u_{t}+\varkappa Q^{2} u=\tau\left[\nabla \cdot F_{, c}(\bar{\varepsilon}, \bar{\theta})+b\right] & \text { in } \Omega^{T}, \\
u_{t=0}=\tau u_{0},\left.u_{t}\right|_{t=0}=\tau u_{1} & \text { in } \Omega, \\
\boldsymbol{B}\left(\partial_{z}\right) u=0 & \text { on } S^{T}, \\
c_{0}(\varepsilon, \bar{\theta}, \tau) \theta_{t}-k_{0} \Delta \theta=\tau\left[\bar{\theta} F_{, \theta_{u}}(\varepsilon, \bar{\theta}) \cdot \varepsilon_{t}+\nu\left(A \varepsilon_{t}\right) \cdot \varepsilon_{t}+g\right] & \text { in } \Omega^{T}, \\
\left.\theta\right|_{t=0}=\tau \theta_{0} & \text { in } \Omega, \\
n \cdot \nabla \theta=0 & \text { on } S^{T}, \tag{5.3}
\end{array}
$$

where

$$
c_{0}(\varepsilon, \bar{\theta}, \tau)=c_{v}-\tau \bar{\theta} F_{, \theta \theta}(\varepsilon, \bar{\theta}), \quad \overline{\boldsymbol{\varepsilon}}=\boldsymbol{\varepsilon}(\bar{u})
$$

Clearly, any fixed point of $T(1, \cdot)$ in $V(p, q)$ is equivalent to a solution $(u, \theta)$ of problem (1.1), (1.2) in $V(p, q)$. Therefore, the proof resolves itself into checking properties (i)-(iv) of the solution map $T(\tau, \cdot)$.

Step 2. Properties (i), (ii) and (iv) of the solution map.
Property (i) follows by showing that for any fixed $\tau \in[0,1], T\left(\tau_{i} \cdot\right)$ maps the bounded subsets into precompact subsets in $V(p, q)$. Let $\left(\bar{u}^{n}, \bar{\theta}^{n}\right)$ be a bounded sequence in $V(p, q)$ such that for $n \rightarrow \infty$ $\bar{u}^{n}-\bar{u}$ weakly in $W_{p}^{4,2}\left(\Omega^{T}\right), \quad \bar{\theta}^{n}-\bar{\theta}$ weakly in $W_{q}^{2,1}\left(\Omega^{T}\right), \quad 5<p, q<\infty$.
By repeating the arguments [11] and using Lemma 4.1 we conclude that for the values of $T\left(\tau_{r}\right)$ given by $\left(u^{n}, \theta^{n}\right)=T\left(\tau, \bar{u}^{n}, \bar{\theta}^{n}\right)$, the following convergences hold for $n \rightarrow \infty$

$$
\begin{aligned}
& u^{n} \rightarrow u \text { strongly in } W_{p}^{4,2}\left(\Omega^{T}\right), \quad 5<p<\infty, \\
& \theta^{n} \rightarrow \theta \text { strongly in } W_{q}^{2,1}\left(\Omega^{T}\right), \quad 5<q<\infty,
\end{aligned}
$$

where $(u, \theta)=T(\tau, \bar{u}, \bar{\theta})$. This shows (i).
Property (ii) follows by direct comparison of two solutions ( $u, \theta$ ) and ( $\tilde{u}, \tilde{\theta}$ ) corresponding to parameters $\tau$ and $\tilde{\tau}$, respectively. Applying Lemmas 4.1 and 4.3 we show that

$$
\|u-\tilde{u}\|_{W_{\eta}^{1,2}\left(\Omega^{T}\right)}, \quad\|\theta-\tilde{\theta}\|_{W_{q}^{2},\left(\Omega^{2}\right)} \leq c|\tau-\tilde{\tau}|_{,} \quad 5<p, q<\infty .
$$

Property (iv) is obvious in view of Lemmas 4.1, 4.3 and the definition of $T\left(\tau_{1}\right)$.

Further steps of the proof concern property (iii) of the solution map.
Step 3. A priori bounds for a fixed point. Without loss of generality we set $\tau=1$ and assume that $(u, \theta) \in V(p, q)$ is a fixed point of $T(1, \cdot)$. We begin with proving that temperature is positive. Having this we establish energy estimates and then improve them recursively.
Step 3.1. Positivity of temperature.
Lemma 5.1: (see [10], Lemma 9.1) Let

$$
\theta_{*} \equiv \min _{\Omega} \theta_{0}>0, \quad g \geq 0 \text { in } \Omega^{T},
$$

and $(u, \theta)$ be a solution to (1.1), (1.2) such that $\varepsilon, \varepsilon_{t} \in \boldsymbol{L}_{\infty}\left(\Omega^{T}\right), \theta \in$ $L_{\infty}\left(\Omega^{T}\right), \theta_{t} \in L_{1}\left(0, T ; L_{q}(\Omega)\right), 1<q<\infty$.
Then there exists a positive finite number $\omega$ satisfying

$$
\left[g+\nu\left(\boldsymbol{A} \varepsilon_{t}\right) \cdot \varepsilon_{t}\right] \exp (\omega t)+\left[\omega c_{0}(\varepsilon, \theta)+F_{1, \theta_{\pi}}(\varepsilon, \theta) \cdot \varepsilon_{t}\right] \theta_{*} \geq 0 \text { in } \Omega^{T}
$$

such that

$$
\begin{equation*}
\theta \geq \theta_{*} \exp (-\omega t) \text { in } \Omega^{T} \tag{5.4}
\end{equation*}
$$

We point out that the regularity assumptions in Lemma 5.1 are satisfied for solutions in the space $V(p, q)$.
Step 3.2. Energy estimates.
Lemma 5.2: (see [10], Lemma 3.2). Let

$$
\begin{aligned}
& u_{0} \in W_{2}^{2}(\Omega), \quad u_{1} \in \boldsymbol{L}_{2}(\Omega), \quad \theta_{0} \in L_{1}(\Omega) \\
& \left(F_{1}\left(\varepsilon_{0}, \theta_{0}\right)-\theta_{0} F_{1, \theta}\left(\varepsilon_{0}, \theta_{0}\right)\right)+F_{2}\left(\varepsilon_{0}\right) \in L_{1}(\Omega) \\
& b \in L_{1}\left(0, T ; L_{2}(\Omega)\right), \quad g \in L_{1}\left(\Omega^{T}\right)
\end{aligned}
$$

Assume that $\theta \geq 0$ in $\Omega^{T}$ and the bound (2.7) holds. Then a solution ( $u, \theta$ ) to (1.1), (1.2) satisfies estimate

$$
\begin{align*}
& \|\theta\|_{L_{\infty}\left(0, T ; L_{1}(\Omega)\right)}+\left\|u_{t}\right\|_{L_{\infty \infty}\left(0, T ; L_{2}(\Omega)\right)}^{2}+\|Q u\|_{L_{\infty}\left(0, T ; L_{2}(\Omega)\right)}^{2}  \tag{5.5}\\
& \quad+\left\|\left(F_{1}(\varepsilon, \theta)-\theta F_{1, \theta}(\varepsilon, \theta)\right)+F_{2}(\varepsilon)\right\|_{L_{\infty}\left(0, T ; L_{1}(\Omega)\right)} \leq c
\end{align*}
$$

with a constant $c$ depending only on the data.
We indicale the implications of estimate (5.5) which are of importance in the next step. Firstly, by property (2.2) of the operator $Q$,

$$
\|u\|_{L_{\infty}\left(0, T ; W_{2}(\Omega)\right)} \leq c
$$

consequently

$$
\begin{equation*}
\|\bar{e}\|_{L_{\infty}\left(0, T ; W_{2}^{1}(\Omega)\right)} \cap L_{\infty\left(0, T ; L_{s}(\Omega)\right)} \leq c \tag{5.6}
\end{equation*}
$$

Secondly, (5.5) implies the bound

$$
\|u\|_{W_{i, \infty}^{2, \pm}\left(\Omega^{T}\right)} \leq c
$$

so, in view of Sobolev's imbeddings,

$$
\begin{equation*}
\|\varepsilon\|_{W_{2, \infty}^{1,1 / 3}\left(\Omega^{T}\right) \cap L_{20}\left(\Omega^{T}\right)} \leq c . \tag{5.7}
\end{equation*}
$$

Our aim is to prove estimates (2.10). This will be accomplished with the help of Lemmas 4.1-4.3. We point out that in view of the nonlinearity of the coefficient $c_{0}(\varepsilon, \theta)$ to apply Lemma 4.3 we have to prove first Hölder-norm bounds for $\varepsilon$ and $\theta$. To this end we proceed in a number of steps which provide the recursive improvement of estimates for $\theta$ and $\varepsilon$.

Step 3.3. The first temperature estimate. According to Lemma 4.2 we have the following estimate for problem (1.1):

$$
\begin{align*}
& \|E\|_{W_{p}^{2,1}\left(\Omega^{T}\right)} \leq c\|u\|_{W_{r}^{3,3 / 2}\left(\Omega^{T}\right)} \\
& \quad \leq c\left(\left\|F_{, ~(~}(c, \theta)\right\|_{L_{r}\left(\Omega^{T}\right)}+\| b_{L_{p}\left(\Omega^{T}\right)}\right.  \tag{5.8}\\
& \left.\quad+\left\|u_{0}\right\|_{W_{P}^{s-2 / r}(\Omega)}+\left\|u_{1}\right\|_{W_{p}^{1-3 / P}(\Omega)}\right), \quad 1<p<\infty .
\end{align*}
$$

In view of this estimate, repeating the arguments of [11], Lemma 4.3, which rely on multiplying equation (1.2) by $\theta_{1}$ integrating over $\Omega$, and applying appropriate imbeddings and interpolation inequalities, we get
Lemma 5.3: (see [11], Lemma 4.9) Suppose that assumption (A9-1 ( (iv) is satisfied and $\|\varepsilon\|_{L_{10}}(\Omega) \leq c(T)$. Then there exists a constant $c(T)$ depending only on the data and $T^{a}, a \in \mathbb{R}_{+}$, such that

$$
\begin{equation*}
\|\theta\|_{L_{\infty}\left(0, T ; L_{2}(\Omega)\right)}+\|\nabla \theta\|_{L_{2}(\Omega T)} \leq c(T) \tag{5.9}
\end{equation*}
$$

We indicate the implications of (5.9). By virtue of the imbedding,

$$
\begin{equation*}
\|\theta\|_{\boldsymbol{L}_{10 / \Omega}\left(\Omega^{T}\right)} \leq c(T) \tag{5.10}
\end{equation*}
$$

Moreover, using the following estimate derived in the proof of Lemma 5.3 (see [11], eq. (52))

$$
\begin{equation*}
\|\varepsilon\|_{W_{2 a / r}^{2,1}\left(\Omega^{T}\right)} \leq c(T)\left(\|\nabla \theta\|_{L_{2}\left(\Omega^{T}\right)}^{3 a / 4}+1\right) \tag{5.11}
\end{equation*}
$$

we have

$$
\|\varepsilon\|_{W_{20 / \mathrm{r}}^{2,1}\left(\Omega^{T}\right)} \leq c(T)
$$

Hence, by Sobolev's imbedding, $\varepsilon$ is Hölder continuous in $\Omega^{r}$ and

$$
\begin{equation*}
\|\varepsilon\|_{C^{\alpha_{1}, \alpha_{1} / 2}\left(\Omega^{T}\right)} \leq c(T) \text { with } 0<\alpha_{1}<1 / 4 \tag{5.12}
\end{equation*}
$$

Due to (5.12), using the growth condition on $F_{1,6}$ in (A3-1) (iv) and estimate (5.8), we conclude that

$$
\|\varepsilon\|_{W_{p}^{2,1}\left(\Omega^{T}\right)} \leq c(T)\left(\|\theta\|_{L_{r s}\left(\Omega^{T}\right)}+1\right) \leq c(T) \text { for } p=10 /(3 s)>5
$$

Further, thanks to (5.12), bounds (2.5) imply

$$
\begin{equation*}
\left|c_{0}(\varepsilon, \theta)\right|+\left|c_{0, \varepsilon}(\varepsilon, \theta)\right|+\left|c_{0, \theta}(\varepsilon, \theta)\right| \leq c(T) \quad \text { in } \Omega^{T} \tag{5.14}
\end{equation*}
$$

Step 3.4. The second temperature estimate. Multiplying equation $(1.2)_{\text {I }}$ by $\theta_{t}$ and integrating over $\Omega^{t}$ we obtain

Lemma 5.4: (see [11], Lemna 4.4)
Suppose that

$$
\begin{aligned}
& 0<s<2 / 3 \quad g \in L_{2}\left(\Omega^{T}\right), \quad \nabla \theta_{0} \in L_{2}(\Omega), \quad \text { and } \\
& \|\theta\|_{L_{20 / 3}\left(\Omega^{T}\right)} \leq c(T), \quad\|\varepsilon\|_{C^{\alpha_{1}, \alpha_{2 / 2}}(\Omega T)} \leq c(T), \\
& \left\|\varepsilon_{t}\right\|_{L_{p}(\Omega)} \leq c(T) \quad \text { for } \quad p=10 /(3 s) .
\end{aligned}
$$

Then there exists a constant $c(T)>0$ such that

$$
\begin{equation*}
\left\|\theta_{t}\right\|_{L_{z}\left(\Omega^{T}\right)}+\|\theta\|_{L_{\infty}\left(0, T ; W_{2}^{1}(\Omega)\right)} \leq c(T) . \tag{5.15}
\end{equation*}
$$
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Step 3.5. The third temperature estimate. Writing equation $(1,2)_{1}$ in the form

$$
\begin{equation*}
-k_{0} \Delta \theta=-c_{\theta}(\varepsilon, \theta) \theta_{t}+\theta F_{i, \varepsilon_{c}}(\varepsilon, \theta) \cdot \varepsilon_{t}+v\left(A \varepsilon_{t}\right) \cdot \varepsilon_{t}+g \tag{5.16}
\end{equation*}
$$

and using (5.14), (5.15), the right-hand side of (5.16) can be estimated in $L_{2}\left(\Omega^{T}\right)$-norm. Consequently, by virtue of the classical elliptic theory,

$$
\begin{equation*}
\|\theta\|_{L_{2}\left(0, T ; W_{2}^{2}(\Omega)\right)} \leq c(T), \quad \text { so } \quad\|\theta\|_{L_{2}\left(0, T ; L_{\infty \infty}(\Omega)\right)} \leq c(T) \tag{5.17}
\end{equation*}
$$

-Furthermore, (5.17) and (5.15) imply that

$$
\|\theta\|_{W_{2}^{2,2}(\Omega T)} \leq c(T), \quad\|\nabla \theta\|_{W_{2}^{1,1 / 2}(\Omega T)} \leq c(T)
$$

so, by Sobolev's imbeddings,

$$
\begin{equation*}
\|\theta\|_{L_{10}\left(\Omega^{T}\right)} \leq c(T), \quad\|\nabla \theta\|_{L_{10 / 3}\left(\Omega^{T}\right)} \leq c(T) \tag{5.18}
\end{equation*}
$$

Step 3.6. The improvement of strain estimate. Using (5.18) we repeat estimate (5.13) to conclude that

$$
\begin{aligned}
& \|\varepsilon\|_{W_{p}^{2,1}\left(\Omega^{T}\right)} \leq c(T)\left(\|\theta\|_{L_{p 0}\left(\Omega^{T}\right)}+1\right) \leq c(T) \\
& \|\nabla \varepsilon\|_{W_{r}^{1,1 / 2}\left(\Omega^{T}\right)} \leq c(T)
\end{aligned}
$$

for $p=10 / s>15$. Consequently, by the imbedding,

$$
\begin{equation*}
\|\nabla e\|_{C^{\alpha_{2}, \alpha_{a} / \partial}(\Omega T)} \leq c(T) \text { with } 0<\alpha_{2}<1-s / 2 \tag{5.19}
\end{equation*}
$$

Now, recalling assumptions (A3-1) (iii), (iv) and (A3-2) (ii), (iii), and using (5.12), (5.18), (5.19), we get

$$
\left\|\nabla \cdot F_{, e}(\epsilon, \theta)\right\|_{\boldsymbol{L}_{10 / 8}\left(\Omega^{T}\right)} \leq c(T)
$$

Hence, by virtue of Lemma 4.1,

$$
\|u\|_{W_{10 / 3}^{4,3}\left(\Omega^{T}\right)} \leq c(T)
$$
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$$
\begin{equation*}
\left\|\varepsilon_{1}\right\|_{W_{10 / 9}^{1,1 / 2}(\Omega T)} \leq c(T) \tag{5.20}
\end{equation*}
$$

In view of the imbedding

$$
W_{10 / 3}^{1,1 / 2}\left(\Omega^{T}\right) \subset L_{\rho}\left(0, T ; L_{\infty}(\Omega)\right) \text { for } q<4
$$

(5.20) implies

$$
\begin{equation*}
\left\|\varepsilon_{t}\right\|_{L_{10}\left(\Omega^{T}\right)}+\left\|\varepsilon_{1}\right\|_{L_{v}\left(0, T ; L_{\infty}(\Omega)\right)} \leq c(T) \tag{5.21}
\end{equation*}
$$

This estimate is crucial for obtaining $L_{\infty}\left(\Omega^{T}\right)$-norm bound and subsequently Hölder-norm bound on $\theta$. This is done in the next two steps which are the same as in [11].

Step 3.7. Pointwise estimate on temperature. Here we have to impose assumption (A5) on the separable form of $F_{1}(\varepsilon, \theta)$. Then we have

Lemma 5.5: (see [11], Lemma 5.1) Suppose (A5) is satisfied in addition to (A1)-(A4). Moreover, let

$$
\begin{gathered}
\theta_{0} \in L_{\infty}\left(\Omega^{T}\right), \quad g \in L_{1}\left(0, T ; L_{\infty}(\Omega)\right) \\
\theta \geq \theta_{\infty}(T)=\theta_{4} \exp (-\omega T) \\
\varepsilon \in L_{\infty}\left(\Omega^{T}\right), \quad c_{3} \in L_{2}\left(0, T ; L_{\infty}(\Omega)\right), \text { with } \\
\|\varepsilon\|_{L_{\infty}\left(\Omega^{T}\right)} \leq c(T), \quad\left\|\varepsilon_{t}\right\|_{L_{2}\left(0, T_{;}, L_{\infty}(\Omega)\right) \leq c(T)}
\end{gathered}
$$

where $c(T)$ is an increasing positive function. Then

$$
\begin{align*}
\|\theta\|_{L_{\infty}\left(n^{T}\right)} \leq & c \exp \left(c(T) T^{1 / 2}\left\|\varepsilon_{t}\right\|_{L_{2}\left(0, T_{;} ; L_{\infty}(\Omega)\right)}\right) \\
& \cdot\left(\left\|\varepsilon_{t}\right\|_{L_{2}\left(0, T ; L_{\infty}(\Omega)\right)}^{2}+\|g\|_{L_{1}\left(0, T_{;}, L_{\infty}(\Omega)\right)}+\|\theta\|_{L_{\infty}(\Omega)}\right) \leq c(T) \tag{5.22}
\end{align*}
$$

The proof of this lemma is based on multiplying equation (1.2) $)_{1}$ by $\theta^{r}, r>1$, integrating over $\Omega$ and introducing a. specially constructed primitive of the function $-\theta^{s+1} F_{1, \theta s}(\varepsilon, \theta)$ wiht respect to $\theta$. We point out that a similar idea was used in Lemma 5.3 where (1.2) has been multiplied by $\theta$ and a primitive of $-\theta^{2} F_{1, \theta \theta}(c, \theta)$ with respect to $\theta$ has been constructed. As a result we obtain an estimate on $\theta$ in $L_{\infty}\left(0, T ; L_{r}(\Omega)\right)$-norm which due to bound (5.21) on $\varepsilon_{i}$ allows to pass to the limit with $r \rightarrow \infty$ to conclude the assertion.

In view of (5.22), estimate (5.13) yields

$$
\begin{equation*}
\|\varepsilon\|_{W_{P}^{2,1}\left(\cap^{r}\right)} \leq c(T) \text { for } 1<p<\infty \tag{5.23}
\end{equation*}
$$

Step 3.8. Hölder continuity of temperature. To prove Hölder continuity of $\theta$ we apply DeGiorgi method in a way presented in [8]. Namely, we prove that $\theta$ is an element of the space $B_{3}\left(\Omega^{T}, M, \gamma, r, \delta, \varkappa\right)$ where $M, \gamma, r, \delta, \varkappa$ are positive parameters (for definition of this space see [8], Chap. II. 7). The essential for the proof is $L_{\infty}\left(\Omega^{T}\right)$-norm estimate on $\theta$ provided by Lemma 5.5 and $L_{p}\left(\Omega^{T}\right)$-norm estimate (5.23) on $\varepsilon_{t}$. We have the following

Lemma 5.6: (see [11], Lemma 6.1) Suppose that

$$
|\varepsilon| \leq c(T) \text { in } \Omega^{T}, \quad\left\|\varepsilon_{t}\right\|_{L_{p}\left(\Omega^{T}\right)} \leq c(T), \quad 1<p<\infty
$$

$$
\|\theta\|_{W_{2}^{2,1}\left(\Omega^{T}\right)} \leq c(T), \quad\|\theta\|_{L_{\infty}\left(\Omega^{T}\right)} \leq M=c(T)
$$

$$
\left|c_{0}(\varepsilon, \theta)\right|+\left|c_{0, \infty}(\varepsilon, \theta)\right|+\left|c_{0, \theta}(\varepsilon, \theta)\right| \leq c(T) \text { in } \Omega^{T}
$$

$$
g \in L_{p}\left(\Omega^{T}\right), \quad 1<p<\infty, \quad \theta_{0} \in C^{\alpha_{0}}(\Omega), \quad 1<\alpha_{0}<1
$$

Furthermore, let $k$ be a positive number such that

$$
k>\sup _{\Omega} \theta_{0}(x) \text { and } M-k<\delta \cdot \text { with some } \delta>0
$$

Then

$$
\begin{equation*}
\theta \in \mathcal{B}_{2}\left(\Omega^{T}, M, \gamma, r, \delta, \varkappa\right) \tag{5.24}
\end{equation*}
$$

where

$$
r=q=\frac{10}{3}, \quad \varkappa \in\left(0, \frac{2}{3}\right), \quad \gamma=c(T) .
$$

By virtue of (5.24) we can apply the imbedding result of [8], Theorem II.7.1, to conclude that $\theta$ is Hölder continuous in $\Omega^{T}$, and

$$
\begin{equation*}
\|\theta\|_{C^{\alpha, \alpha / 2}\left(\Omega^{T}\right)} \leq c(T) \tag{5.25}
\end{equation*}
$$

with Hölder exponent $0<\alpha<1$ depending on $M=c(T), \gamma=c(T), r, \delta$ and $\kappa$.

Step 3.9. The final estimates. In view of Hölder continuity of $\varepsilon$ and $\theta$ as well as bound (5.23) we can apply Lemmas 4.1 and 4.3 to conclude final estimates (2.10) and thereby prove property (iii) of the solution map. We have

Lemma 5.7: (see [11], Lemma 6.2). Suppose that $\varepsilon$ and $\theta$ are Hölder contimuous in $\Omega^{T}$, and

$$
\begin{aligned}
& |\varepsilon|+|\theta| \leq c(T) \quad \text { in } \Omega^{T} \\
& \|\nabla \varepsilon\|_{L_{\sigma}\left(\Omega^{T}\right)}+\left\|c_{i}\right\|_{L_{\sigma}\left(\Omega^{T}\right)} \leq c(T) \quad \text { for } 1<\sigma<\infty
\end{aligned}
$$

Moreover, suppose that the data satisfy (A4). Then

$$
\begin{equation*}
\|u\|_{W_{p}^{4,3}\left(\Omega^{T}\right)} \leq c(T), \quad\|\theta\|_{W_{q}^{a, 1}\left(\Omega^{T}\right)} \leq c(T), \quad 5<p, q<\infty . \tag{5.26}
\end{equation*}
$$

Summarizing, we have shown that the solution map (5.1) satisfies as sumptions (i)-(iv) of the Leray-Schauder theorem. Thus $T(1, \cdot)$ has at least one fixed point in $V(p, q)$ which is equivalent to a solution $(u, \theta) \in V(p, q)$ to problem (1.1), (1.2). Together with bounds (5.26) and (5.4) the proof is completed.
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