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Abstract. The paper is concerned with initial-boundary value problem in two-dimen
sional nonlinear thermoelasticity which arises as a mathematical model of shape memory 
materials. The problem has the form of viscoelasticity system with capillarity coupled with 
heat conduction equation with mechanical dissipation. 
The corresponding elastic energy is a nonconvex multiple-well function of strain. with the 
shape changing qualitatively with temperature. Under assumption on the growth of this 
energy with respect to temperature we prove global in time existence and uniqueness of 
solutions for large data. The existence proof is based on parabolic decomposition of the 
elasticity system and application of the Leray-Schauder fixed point theorem. The main 
part of the proof consists in deriving Holder a priori estimates by succesive improvement 
of energy estimates. 
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1. Introduction 

The paper is concerned with the existence and uniqueness of global smooth solutions to 
the initial-boundary value problem for the equations of two-dimensional (2 - D) nonlinear 
thermoelasticity. The problem arises as a mathematical model of the dynamical behaviour 
of the body made of shape memory material (see (8], (9]). If has the form of viscoelasticity 
system with capillarity coupled with heat conduction equation with mechanical dissipation. 

From physical point of view the characteristic feature of the model under consider
aton is that it accounts for an internal, small scale structure of solid behaviour, namely 
martensitic microstructure of shape memory material. This feature is due to description 
by means of Ginzburg-Landau type free energy which introduces an energy penalty for the 
production of interfacial surface area and thereby influences the microstructure behaviour. 
In our case the energy penalty involves the first order strain gradient term which leads to 
the fourth order term, usually referred to as capillarity, in elasticity system. From mathe
matical point of view this term, in connection with mechanical viscosity, admits parabolic 
decomposition of the elasticity system, and consequently application of the parabolic the
ory in the existence proof. For mathematical reasons the analysis is restricted to 2 - D 
case. 

1.1. Problem 

><o 2 T 
U11-vQu1+4Q u='v · F,e(e,B)+b inn =!lx(0,T), 

(1.1) I I " U t=O = Uu, Ut t=O = U1 Ill "• 

u = 0, Qu = 0 on ST = S x (0, T), 
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co(E,0)0t - kot:.0 = 0F,oe(E,0): Et+ v(AEt): Et+ g 111 nT, 

(1.2) 0jt=0 =0o 111 fl, 

n · \10 = 0 on sr, 

where 

( 1.3) co(E,0) = Cv - 0F,oo(E,0). 

Here fl C Rn, n = 2, is a bounded domain with a smooth boundary S, representing the 
material points of a solid body with constant density (p = 1 ). 
The field u: f!T--+ IR2 is the displacement and 0: nT--+ R+ is the absolute temperature. 
The second order tensors 

1 1 
E = E(u) =-("vu+ ("vuf) and E1 = E(ut) = -("vu1 + ("vut)T) 

2 2 

denote respectively the linearized strain and the strain rate. 
The fourth order tensor A= (Aijkt) represents the elasticity tensor given by 

(1.4) E(u) ,__. AE(u) = .AtrE(u)I + 2µE(u), 

where I = ( Oij) is the unit matrix and .A,µ are Lame constants specified in assumption 
(A2). 
Moreover, Q stands for the second order differential operator of linearized elasticity defined 
by 

(1.5) u ,__. Qu = "v • (AE(u)) = µt:.u +(A+ µ)"v("v • u). 

Correspondingly, the operator Q 2 = QQ is given by 

u--+ Q2u = µt:.(Qu) +(A+ µ)"v("v · (Qu)). 

The other quantities in (1.1), (1.2) have the following meaning: F(e,0) - the elastic en
ergy, co( e, 0) - the specific heat coefficient, b, g - external body forces and heat sources, 
Cv, ko, v, xo - positive numbers representing respectively thermal specific heat, heat con
ductivity, viscosity and interfacial energy coefficient. 

1.2. Physical principles 

System (1.1), (1.2) expresses balance laws of linear momentum and energy 

( 1.6) Utt - "v . CT = b, 

( 1.7) et + \1 · q - CT : Et = 9, 
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where <T, e, q are the stress tensor , the internal energy and the energy flux . 
The constitutive equations for u and q correspond to the Ginzburg-Landau functional 
with density given by 

(1.8) Xo 2 
Fa(e, Ve,0) = -c.01og0 + F(e,0) + slQul , 

where the three terms represent respectively the thermal energy, the elastic energy and 
so-called capillary energy of the transition layers between different phases. 
Typically for phase transitions, the graph of F( e, 0) is a multiple-well in e with the 
shape changing qualitatively with temperature 0. The representative of F(e,0) is t.he 
Falk-Konopka model (see references in [9]) in the form of sixth order polynomial in strain 
components, generalizing the well-known 1 - D expression 

(1.9) 

where a; > 0 are constant parameters and Be > 0 is a critical temperature. 
The strain gradient term in (1.8) accounts for nonlocal spatial effects which are of impor
tance accross interfaces between different phases where large spatial variations of strain 
components appear. 
The thermodynamically admissible constitutive equations for <T and q which lead to (1. 1 ), 
(1.2), are given by (see [8], [9]): 

(1.10) 
f!Fo v 

<T=--+u 
f!e q = qo + P, 

where 1/t- denotes the first variation of F0 with respect to e, 

f!Fo xo -g;- = Fo,e(e, Ve,0)- V · F,v'e(e, Ve,0) = F,e(e,0)- 4 Ae(Qu), 

u" is the viscous stress by Hooke's law 

u" = vAe1 , 

qo is the heat flux by Fourier's law 

qo = -ko'\70, 

and p is a nonstationary flux associated with evolving nonzero-width phase interfaces, 
given by 

XO Xo 
p = -e 1Fo,v'e(e:, Ve:,0) = - 4 e 1A(VeA) = - 4 e: 1(AQu). 

According to thermodynamical relations, the internal energy e, the entropy 17 and the 
specific heat coefficient c0 are linked to the free energy Fo by 

(1.11) e = Fo + Br,, T/ = -Fo.e, 
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and 

( 1.12) co = e,8 = (h/,8 = -8Fo,88-

In case of free energy ( 1.8) this yields expresion ( 1.3 ). 
We recall also that model (1.1), (1.2) is thermodynamically consistent in the sense that 
for solutions of ( 1. 1 ), ( 1.2) the Clausius-Duhem inequality is satisfied (see [8]) : 

(1.13) ( qO) (UV) (1) g g 1/t + y' . - = E: I • - + y' - . qo + - > -0 · 0 0 0 - 0· 

1.3. Motivation of the paper. Basic ideas 

Problem (1.1), (1.2) represents a multidimensional analog of the well-known 1 - D 
Falk's model of phase transitions which has been the subject of intensive mathematical 
studies, see e.g. references in the monograph of Brokate and Sprekels [l], also [ll]. 
In 3- D case problem {1.1), (1.2) has been considered in [9] under structural simplification 
of energy equation {1.2)1 . This simplification consisted in neglecting the nonlinear elastic 
contribution -8F,99(e, 8) in the specific heat coefficient by setting 

co(e,8) = Cv = const > 0. 

The main motivation of the present work was to eliminate the above structural assumption. 
For mathematical reasons related to imbeddings theorems we restrict here considerations 
to 2 - D case. 
Extension of results to 3 - D case requires different approach and will be addressed in 
a separate paper. 
The idea of the proof of existence of solutions in the present paper is similar to that in [9] . 
It is based on parabolic decomposition of (1.l)i and the application of the Leray-Schauder 
fixed point theorem. The elasticity system (1.l)i admits the decomposition into the fol
lowing two parabolic systems: 

(1.14) 

(1.15) 

w1 - f3Qw = v' · F,e(e, 8) + b 

wli=o = u1 - aQu0 

w =0 

Ut -aQu = W Ill !lT, 

uit=O = U0 in !l, 

u=O 

where a, f3 are numbers satisfying 

(1.16) a+ f3 = v, 

5 
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Further on we assume the condition 

( 1.17) 

which assures that a, /3 E IR+ . 
We point out that, similarly as in [9], we are unable to admit linear dependence of 

F(e:,8) on 8, but assuming the growth 

IF(e:,8)1 :=; c(l + 0•1e:1a,) with 
7 

0 < s < 8, 0 < a1 < oo, 

we can, on the contrary to [9], to consider the arising nonlinearity in energy equation. This 
is possible thanks to proving Holder bounds for temperature which are necessary to apply 
the classical parabolic theory. We point out also that in our case the conditon on s is less 
restrictive than the corresponding s < ½ in [9] . 

1.4. Content of the paper 

The assumptions and main theorems on existence and uniqueness of global in time 
solutions to problem (1.1), (1.2) are stated in Section 2. 
The proof of a priori bounds for solutions to (1.1), (1.2) is, for clarity, partitioned into the 
distinct pieces contained in Sections 3 and 4. 
Section 3 contains the proof of positivity of temperature, energy estimates and recursive 
improvement of energy estimates by application of regularity theory of parabolic systems. 
Section 4 completes derivation of a priori estimates. It contains the proof of the key lemma 
providing in two-dimensional case Holder bounds on temperature. Moreover, it contains 
additional a priori estimates obtained by application of theory of parabolic systems. 
The proof of existence of solutions to (1.1), (1.2) is presented in Section 5. It consists in 
constructing a solution map and checking the assumptions of the Leray-Schauder fixed 
point theorem. The estimates derived in Section 3, 4 provide a priori bounds for a fixed 
point of the solution map. The proof extends the arguments of (9] to the case of system 
with non-constant coefficient c0 ( e:, 8). 
In Section 6 we present the proof of uniqueness of solutions to problem (1.1), (1.2) which 
re-establishes the arguments of (9]. 
In Appendix we collect the needed results on regularity of solutions to parabolic systems. 

1.5. Notation 

We denote 

8/ 
/,; = -8 , i = l, ... ,n, 

x; 

8/ 
ft= 8t' 

e0 =(ci;), i,j=l, ... ,n, 

E = (Cij)i,j=l, ... ,n, 

F,e:(e:,8) = 8Ft,8) = (8~~~/))i,j=I, . . ,n 

F ( 8) = 8F(e:,8) 
,e E:, 88 . 
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For simplicity, whenever there is no danger of confusion, we omit the arguments (e.0) of 
function f(e, 0). Also specification of tensor indices is omitted. Vector - and tensor-valued 
mappings are denoted by bold letters. 
The summation convention over repeated indices is used and the following notation: for 
vectors a= (a;), a= (iii) and tensors B = (B;j), B = (B;j), C = (Cijk), C = (C';Jk) we 
write 

a·O=a-;ii-;, 

aB = (a;B;j), 

Ca= (Cijkad, 

lal = (a;a;)1/2, 

B : B = B;jBii, 

Ba= (B;jaj), 

BC= (B;iCiid, 

IBI = (B;jBij )112 , 

and analogously for higher order tensors. 

C: C = C';jJ;ijk, 

aC = (a;C;jk}, 

CB = ( C'ijkBjk), 

ICI = ( CijkCijd 112 , 

'il and 'il · denote the gradient and the divergence operators. For u{x) = (u;(x)), 
V(V · u) = grad divu, Au denotes the component-wise Laplacian. 
For the divergence of a tensor field e(x) = (e;j(x)) the convention of the contraction over 
the last index is used, i.e., 

V · e(x) = (cij,j{x))i=l, ... ,n· 

We use Sobolev spaces notation of [5]. 
Throughout the paper c will denote a generic constant which, whenever not specified 
differently, depends on the data of problem (1.1), {1.2) and on Ta, a E IR+. 

2. Statement of results 

2.1. Assumptions 

. Throughout the paper we make the following assumptions: 
{Al) Domain S1 c IR2 with the boundary S of class cs. The cs-regularity is needed in 
estimate (3.41). 
{A2) Operator Q. The Lame coefficients satisfy 

µ >0, nA + 2µ > 0 (n = 2). 

This assures the following properties: 
(i) Coercivity and boundedness of A, i.e., 

{2.1) 

where f = 2min{A + 11,µ}, c = 2max{A + 11,µ}; 
(ii) Strong ellipticity of Q. 

Thanks to this property and boundary condition u = 0 on S, the result of Nei'as [,] 
applies 

(2 .2) 

T 



(iii) Parabolic:ity in general (Solonnikov) sense of systems of type {1.14) (see [9], Sec. 7) . 
(A3) Elastic energy F(e,0) : 5 2 x [0,=)-, IR is of class C3, where 5 2 denotes the set. of 
symmetric second order tnesors in IR 2 . We assume that 

with F1 , F2 satisfying: 
(A3-1) F1(e, ·) is concave with respect to 8, i.e ., 

F1,ee(e,8) :s 0 for (e,0) E S2 X [0,=), 

such that F1 ( e, ·) is linear in 8 over certain interval [0, Bi), ll1 = const > 0, P; ( e, 0) = 0; 
for 8 2 81 and je:;1 I 2 c1 = const > 0 ( i, j = 1, 2), F1 ( e, 0) is a polynomial satisfying 

where c is a positive constant and 

7 
0 < s < s' < 8, 

(A3-2) 0 :S F2(e) fore E S2, 

0 < a1 < =; 

and for je:;; I 2 c1, F1 ( e) is a polynomial satisfying 

We note that ( A3-1) implies the following bounds for the specific heat coefficient: 

(2.3) 0 < Cv :S co(e,8) for (e,8) E 5 2 x [0,oo), 

(2.4) 
[co(e,0)[ + ico,e(e,0)1 :S cje[a', 

ico,e(e,0)[ :S c[e[a,-I for (e,0) E S2 x [0,oo) 

with a constant c depending on 01 and s. 
Further, it follows from (A3-1) that 

(2.5) E 1(e,8) = F1(e,8)- 8F1,e(e,0) 2 0 for (e,8) E 5 2 x [0,oo), 

because 
E1(e,0) = 0 and E1,e(e,8) = ·-8F1,ee(e,8) 2 0. 

We note also that (A3-2) and (2.5) imply 

(2.6) (F1(e,8) - 0F1,e(e,8)) + F 2(e) 2 0 for (e,0) E S2 x [0,oo), 

what means that the elastic part of internal energy is nonnegative . 

8 



(A4) Data. Source terms satisfy 

b E Lp( nT) n w;-•t•( nT), 4 < p < oo, 

g E Lq(0.1') n WJ(nT), 4 < q < oo, and g 2'. 0 a.e. in nT. 

Initial data satisfy 

uo E w;- 2 /P(n) n wt(n), u1 E w;- 2IP(n) n wf(n), 4 < p < oo, 

Bo E w;-2/q(n) n Wf(n), 4 < q < oo, and B. = min Bo> 0, 
{J 

Bt/ 1=0 E Wf(n), where 0, is calculated from equation{l.2)i . 

Moreover, the initial data are supposed to satisfy compatibility conditions for the classical 
solvability of parabolic problems. 

Later on we make use of the following implication:, of {A4): 

and 

4 
Bo E C 1•00{!1) with O < Oo < 1 - -, 

q 

eo = e(uo) E w:-2IP(!1), 4 < p < oo, 

so, by imbedding, e0 E C2•"'~(!1), 0 < a~ < 1 - !· 

2.2. Statement of the main theorems 

Theorem 2.1. (Global existence) Let assumptions (Al)- (A4) be satisfied and the coeffi

cients xo, v fulfil condition 
0< ,/xo:::: v. 

Then for any T > 0 there exists a solution (u,0) to problem (1.1), (1.2) in the space 

(2.7) V(p,q) = {(u,0);u E w:•2(nT), 0 E W;•1(!1T), 4 < p::; q < oo} 

such that 

(2.8) 

with a constant c depending on the data and on T", a E R+· Moreover, there exists 
a positive finite number w such that 

{2.9) 0 ~ 0.exp(-wt) in !1T. 

Theorem 2.2. (Uniqueness) Let the assumptions of Theorem 2.1 be satisfied and, in 
addition, suppose that 

{A5) F(e,0) : S 2 x(0,oo) isofclassC4 andgEL00(!1T). 

Then the solution (u,0) to problem (1.1), (1.2) is unique. 

The proof:, of Theorem 2.1 and 2.2 appear in Section 5 and 6. 
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3. A priori estimates 

In this and next section we derive a priori estimates for solutions of problem ( 1. 1 ). 
( 1.2). 
Let us assume problem (1.1), (1.2) has a solution (u,0) E V(p,q) (sec (2.7)) . Our goal is 
to obtain a priori estimates of the form 

Such argumentation is related to finding a priori bounds for a fixed point of a solution map 
in applying Leray-Schauder fixed point theorem (see Section 5). The idea of the proof of 
a priori estimates consists in recursive improvement of energy estimates by using imbedding 
theorems and regularity theory of parabolic systems. 

Before establishing energy estimates we have to prove that the absolute temperature 
is nonnegative. More precisely, for solutions in the class V(p, q) we prove that temperature 
stays positive what is in accordance with the third law of thermodynamics. 
Throughout we assume that (Al)- (A4) are satisfied. 

Lemma 3.1. Let 
0. = min0o(x) > 0, g?: 0 in !lT, 

n 

and ( u, 0) E V(p, q) be a solution to problem (1.1), (1.2). Theu there exists a positive finite 
number w satisfying 

(3.1) [g + v(Ae 1) : e,}exp(wt) + [wc0 (e,0) + F,9e:(e,0): e,10.?: 0 

such that 
0?: 0. exp(-wt) m nT. 

Proof. Introducing the new function 

{J = 0exp(wt), w > 0, 

problem (1.2) takes the form 

T m n, 

co(e:,0)B, - kot:..B-(wco(e,0) + gi)B = (g + g2)exp(wt) m nr, 

(3.2) Bl,=o = 0o 

n. VB= o 

where for simplicity we denoted 

Yt = F,9€(e,0) : e:,, f/2 = v(Ae:r): e:, ?: 0. 

10 
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Multiplying {3.2)1 by (B - O.)- = min{{B - o. ), O}, and integrating over n yields 

lf d - 2 J - 2 J - 2 2 codt(O - O.)_d.-i: + ko lv'(O- 0.)-1 d1: - (wco + gi)(O - O.)_cLr 

ll ll ll 

= j[(g + g2)exp(wt) + (wco + gi)O.](B - O.)_dx. 

ll 

Hence, we deduce that 

(3.3) 

ldf - 2 J - 2 Zdt co(0-0.)_dx+ko IV(0-0.)-1 dx 

ll ll 

= j[(g + g2)exp(wt) + (wco + g1)0.](B - O.)-dx 

ll 

l J - 2 + 2 [co,e: e1 + 2(wco + gi)](O - O.)_dx 

ll 

l J - 2 + 2 co,s01(0 - O.)_dx = l1 + I2 + [3. 

ll 

Now we note that, by imbeddings, (u,O) E V(p,q) implies that e,O and e1 are Holder 
continuous in f!T _ 

Consequently, we can choose a positive finite number w such that (3 .1) iti satisfied. Then 

. Moreover, since the function 

1 
h(t) = sup0 -[co,e: e, + 2(wco + gi)] 

Co . 

is continuous in {O, T), we have 

l J - 2 I2 ~ 2h(t) c0(0 - O.)_dx. 

ll 

Further, the integral 13 is estimated by 

where ¼ + f = 1. Now, using interpolation inequality (see [2]) 

ll(B - 0.)-lli,,,(ll) ~ ,si-xllV(B- 0.)-IIL,(ll) + co-xll(B - 0.)-ll1,,(ll) 

11 



with parameters 6, x satisfying conditions 

1 
X = 1- - < 1, 

q' 

it follows that 

where 
2 

61 = 6" l!Bdl i,cnJ 

is chosen sufficiently small, so 61 -term can be absorbed by the left-hand sick: of (3.3). 
Combining estimates on h, it follows from (3.3) that 

di · 2 (c )! · 2 dt co(B - B.)_dx '.S Cv IIB1lli,(n) + h(t) co(B -B.)_dx. 
{l {l 

Consequently, since 81 E Lq(!lT), h E L 1 (0, T), we conclude that 

[ c,(8- 8, )Cdx ~ exp [i (: 118,, 11,,m, + h(t')) dt'] . 

· /co(E:o,Bo)(Bo-B.):.dx=O for tE(0,T). 
{l 

Hence, in view of Co > Cv > 0, it follows that 9 :C:: e. in nT_ This shows the assertion. D 

Now, using Lemma 3.1 and estimate (2.6), we establish physical integral estimates on 
thermal, kinetic, elastic and capillary energy. 

Lemma 3.2. Let 

Uo E wf (!l), U1 E L2(!l), Bo E L1(!l), 

(F1(€0,Bo) - BoF1,0(€0,Bo)) + F2(€0) E L1(!l), 

b E L2,1(nT), g E L1(nT). 

Assume that B :C:: 0 a .e. in nT and the energy bound (2.6) holds. Then a solution ( u, B) of 
(1.1), (1.2) satisfies the estimate 

(3.4) 
CvllBIIL=(O,T;L,(!l)) + i11udlLco,T;L2({l)) 

XQ 2 + ll(F1(E:,8) - BF1,o(E:,8)) + Fi(E:)lli=(o,T;L,(!l)) + 8 11QullL=(o,T;L,(ll)) :Sc 
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with the constaiit c given by 

c = c. llBollL.tfll + ~lluilli,(fll + IJ(F1(eo,0o) - 00F1 ,s(eo,0o)) + F2(eo)!J£,i(fl) 

Xo 2 2 + 8 1JQuolJi,(fl) + IJblJi,.t(flT) + ll9IIL,(fl'I'), 

Proof. Multiplying (l.l)i by u1, integrating over n and using the identities 
(3.5) 

- v J (Qut) · u 1dx = v j(Aet): e 1dx , 

fl fl 

xo j 2 xo j xo d j 2 4 (Q u) · u1dx = 4 (Qu) · (Qut)dx = Sdt JQul dx, 
{l {l {l 

J ('v · F,e(e,0)) · u 1dx = - J F,e(e,0): e 1dx = -ft J F2(e)dx - J F1,e(e,0): e1dx, 
{l {l {l {l 

we get 

ft J [~Jud 2 + ~o JQuj2 + F2(e)] dx + v j(Ae 1): e 1dx 

(3.6) 
{l {l 

= - J F1,e(e,0): e 1dx + J b · u 1dx. 
{l {l 

Integrating (1.2)i over n and using boundary condition (1.2)3 gives 

(3.7) J (cv - 0F1 ,ss(e,0))01dx = J 0F,se(e,0) : e1dx + v j(Ae 1): e1dx + J gdx . 
{l {l {l {l 

Recalling (2.5) we have 

-0F,,ss(e,0) = E,,s(e,0) = (F1(e,0)- 0F1,s(e,0)),s, 

so that the integral on the left-hand side of (3. 7) can be rearranged as follows 

J (cv - 0F1 ,ss(e,0))01dx = ft J (cv0 + E,(e,0))dx - J E,,e(e,0) : e1dx 
{l {l {l 

= ft j(c,.0 + E1(e,0))dx - J F,,e(e,0): e1dx + J 0F1,se(e,0): e 1dx . 

(3.8) 

fl {l {l 

Using (3.8) in (3.7) and next adding the result to (3.6) gives the identity 

(3 .9) ~J[c.0+~1ud2 +(E,(e,0)+F2(e))+~0 1Qv.J2 ]dx= Jgd:1:+ Jb·uidx. 
fl fl fl 

13 



Now, integrating (3.9) over [D, t], 0 :St :ST, and using the estimate 

(3.10) 
J j b · Ut•d.-rdt' :S ess sup0$t'$t (! lu,,l2di,) 112 j (! lbl2ch) 112 

cit' 
011 11 0 11 

1 2 2 
:S 4ess supos1•9llut'IIL'(l1) + llbllL,.,(11T) 

we arrive at the assertion. 

By property (2.2) of the operator Q it follows from (3.4) that 

(3.11) llulli~(o,T;W,'(11)) :Sc. 

Consequently, 

(3.12) 

so, by imbedding, 

(3.13) llelli~(o,T;L,(11)) :S c, 1 <a< oo. 

D 

Now, using regularity properties of parabolic systems, we obtain additional estimates for 
e and 0. 
Assuming 

F,e(e,0) E Lp(!lr), b E Lp(!lT), u 0 E w:-2/P(!l), 

Q(u1 - cxQuo) E Lp(!l), 1 < p < oo, 

with the help of Lemmas A2 and A3 (see Appendix), it follows 

llellw;•'(11TJ :S cllullw:·•''(11TJ 

(3.14) :S c(llwllw;·'''(l1T) + lluollw:-'''(l1)) 

:S c(IIF,e(e,O)IIL,(11T) + llbllL,(11'') + llu1 - crQuollw;-'''(l1) + lluollw:-' ''(l1)

Moreover, recalling assumption (A3-l) and bounds (3.13), we estimate 
I 

IIF,e(e,O)IIL,(11T) :Sc (1 + j ()P'lelp(a,-l)dxdt + j lelp(a,-l)dxdt) • 

OT OT 

~ + + u ,,.,,.,, .. ) .h u 1,1••••-''''d,dt) .h l 
~ ' [ 1 + u ..... d,dt) t,, l ~ ,(1+ 11,11, ... ,.,,), 

where 

and 

Next, using estimate 13.4) and (3.14) we prove 

14 
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Lemma 3.3. Suppose that O < s < s' < 7 /8, 

• 
uoEWl(!t), Q(u1-aQuo)EL;(!t), 8oEL2 (!1), 

Bo 

G(e:0,80) = -8~F1.o(e:o,80) + 280F1(e:o,80) - 2 J F1(e:o,Odf E L1(!1), 

0 

b E L;(!tr), g E Li(!tr). 

Then there exists a constant c = c(T) depending on the data and Ta, a E IR+ such that 

(3.15) 

Proof. Multiplying (1.2)i by 8 and integrating over n yields 

C; -5t J 82 dx - J 82 F1,BB(e, 8)8,dx - J 82 F1,oe:(e:, 8) : E:1dx + ko J IV8l2d.T 

(3.16) 
n n n n 

= v J 8(Ae: 1) : e1dx + J 8gdx. 

n n 

We introduce the function 

(3.17) 

where 

G(e:,8) = -82 F1,o(e:,8) + 2BF1(e:,8) - 2F1(e,8), 

8 

F1(e:,8) = j F1(e,Odf 

0 

We see that G( e:, 8) is the primitive of -82 F1 ,BB( e:, 8) with respect to 8 such that 

G(e,0)=0 and G,s(e,8)=-82 F1,oo(e,8)20. 

Therefore 

(3.18) G(e:,8)20 fora!! (e:,8)ES2 x(O,oo) . 

From (3.17) it follows that 

(3.19) G,e:(e, 8) = -82 F1,oe:(e, 8) + 28F1,e:(e:, 8) - 2F'1,e:(e:, 8). 

In view of (3.17) and (3.19), (3.16) takes on the form 

~ -5t j 82dx + -5t j G(e,8)dx + k0 j IV8l 2 dx 

(3 .20) n n n 

= v J 8(Ae:t): e:,dx + 2 J (8F1,e:(e:,8)- F'1,de:,8)): e:,dx + J 8gda: . 

n n n 

15 



Integrating (3.20) with respect to time and using (3.18) we obtain 

X 2 = C; J 02 dx + ko J IV0l 2dxdt' 

fl fl' 

(3.21) S v J 0(AEt•): Et•dxdt' + 2 j(oF,,e(e,0) - F,,e(e,0)) : Et•dxdt' 
{lt 0' 

+ J 0gdxdt' + ~ J oidx + J G(eo,0o)dx, 0 St ST. 

fl' fl fl 

We proceed now to estimate the terms on the right-hand side of (3.21). To this end note 
that by the imbedding of the space £ 00(0, T; £ 2(!1)) n £ 2 (0, T; W:f (!1)) in L4(!1T) we have 

Hence, the first term on the right-hand side of (3.21) can be estimated as follows 

v J 0(Ae 1,): Et•dxdt' S cll0lli,(flTJllle1l2 11Li(flTJ = cll0IID,(flTJlledli1(flTJ = Yi-
n• 

To find bounds on lle11!Li(f!TJ we use (3.14). We have 

Further, using interpolation inequality and estimate (3.4) it follows that 

(Jr 8 ., ) i (!T ( 8 ,, -IJ 8 ,., (l 1 ) s,' ) ) ¾ 
I, -:; c + c 

O 
IIBll!"Af!.(nJdt s c + c 

O 
UVBIIZcni · IIBIIZ-<nJ- 1 + IIBIIZ<fll dt 

! ! 

s ,(T) + , (! 11v•11t,~·,",)" = ,(T) + , (! 11v•11::',~: d,)" ~ I,, 
where {), satisfies condition 

Now we set 
8s' 
- -1 = °YI 
3 • 

16 
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where ,1 is a positive number determined below. 
To make / 2 well-defined we need 

I I 3 
')'1 > 0, t iat is s > S. 

Therefore, in case s' < ¾ we have to modify s' according to the following change iu 
estimation of / 1 : 

where a is any positive number, and Bmin = B. exp(-wT) (see Lemma 3.1). Consequently, 
setting 

s11 = s'(l + a), 

it can be always assured thats" > ¾, so ,1 > 0. 
Then 

I,= ,(T) +' [ (l 11'79llt,m"') *] h 

Next, using the estimate 

where 
1 1 
~ + .\2 = l, 

we obtain 

Consequently, 

so 

17 
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and 

(3.22) 

Hence, 

We assume the condition 
3 

1 + ;rr1 < 2, 

implying 

4 
1'1 < 3' / 3 (4 ) 7 so s < s < 8 3 + 1 = 8. 

Then, by Young's inequality, it follows that 

Therefore, for a sufficiently small c1 , the term c1X 2 can be absorbed by the left-hand side 
of (3.21). 

The second integral on the right-hand side of (3.21) is estimated by 

where 

2 j(8F1,e(e,8) - F1,e(e,8)): e,,dxdt'::; c J (1 + oi+•lel"'- 1 )leddxdt 
o• oT 

3 • 

s, V 1,,11,i,dt) • · v(l +9 .. •1,1·•-• )f dxdt )' 

s ,11,,11£,cn'• [ <(T) + V ,,1 .. ••••J,Jt) ,¼, U 1,11<..-••••dxdt) ,h] 
S clle,11£1,0 ,, [,(T) + U elU+•'•dxdt) I/ii',] ~ Y,, 

1 1 
-+-=1 
A1 A2 

and 
s' + 1 

A ---
1 - s + 1' 

18 
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Again, with the help of interpolation inequality, it follows that 

< C (!1' (11"v011f(l+•'ld, · ll0llf(t+s')(t-d,) + 11011 1(1+•')) dt) ~ + C 
- L 2 (fl) li(!l) /, 1 (fl) 

0 

$ c(T) + , (l II "'111::ri;'''' dt) l ~ ,(T) + , (l 11" s11f!:;;'>-• dt) l = J,, 

where 1'J2 satisfies the condition 

5 
so 1'J2=l-S(l+s') 

Now we set 

~(1 + s1 ) - 1 = 'Y2, 

where 'Y2 is a positive number determined below. Then, similarly as for the term I2, we 
obtain 

I ! 1'2 

1, ~ ,(T) + , [ (!II., •II l'.,m") 'T $ ,(T) ( 1 + 11w11f:;0 ,,) 

Consequently, using (3.22), it follows that 

Y2 ~ c(T) ( 1 + 11v011!7;11TJ) ( 1 + 11v011!:caTJ) 
~ c(T)(l + xh•)(l + xb2 ) . 

Now we assume the condition 

equivalent to 

that is, s 1 < 1. Then 

3 5 
g'Yl + g'Y2 < 2, 

~ (~s1 - 1) + ~ (~(1 + s') - 1) < 2 
8 3 8 5 ' 

Y2 ~ c2X2 + c( t:2 )c(T), 

so, fur sufficiently small c:2 , the term t: 2X 2 can be absorbed by the left-hand side of (3.21). 
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Finally, the third integral on the right-hand side of (3.21) is bounded by 

f 0gdxdt' < IIB1li.1or) · IIYlli~ r < €3X2 + c(c:3)IIYIIL_ , 
- 3 cn l - 3 cnri 

{l' 

so again, with a sufficiently small c:3 , the term c:3 X 2 can be absorbed by the left -hand side 
of ( 3.21 ). 
In this way it follows from (3.21) that 

X 2 :s; c(T), 

that is estimate (3.15). D 

Now, in view of the bound 

(3.23) 

it follows from (3.14) that 

llellw:·'(OT) :s; c(l + IIF,e(e,B)IIL,(or)) 

:s; c(l + IIBllt,,,(or)) S c(l + IIBIIL(or)) Sc 

for p < 4 · i = ¥, so 

(3.24) 

·By irnbedding, e is Holder continuous in nr and 

(3.25) 

We note that, thanks to (3.25), the bounds (2.4) imply 

(3.26) lco(e,0)1, lco,e(e,0)1, lco,e(e,0)1 Sc m nr. 

We continue to prove additional estimates for temperature. 

Lemma 3.4. Suppo.,e that g E L2(!1r), '700 E L2(!1), (3 .25) holds, and 

Then there exists c > 0 such that 

(3.27) 
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Proof. Multiplying (1.2) 1 by 01 and integating over n1 yields 

t 

J 2 , ko J d J 2 , 
Cv 0t'dxdt + 2 cit' 1v01 clxclt 

n• o n 

(3.28) ::; j l0F,ue(e,0)lle 1,ll01,ld:i:clt' + c j le 1,l2 l01,lclxdt' 
n• n• 

+ J l9ll0,,ld.1:clt' = R. 

n• 

Using Young and Holder inequalities the right-hand side of (3.28) is estimated by 

R :S 8 J 0;,dxdt' + c(8) r J 02'1eddxdt' + J let'l 4 dxdt' + J jgj2dxdt'] 
{lt ~t {lt {l' 

:S 8 j 0;,dxdt' + c(8)[110III:, (OT)lledli,(nT) + lledli.(OT) + l!YIIL(nr)] 
n• 

:S 8 j 0;,dxdt' + c(8). 

n• 

Hence, choosing 8 sufficiently small, it follows from (3.28) that 

what together with (3.15) shows the assertion. • 
By imbedding, it follows from (3.27) that 

(3.29) ll0IIL00 (0,T;L,(O)) :S C, 1 < U < 00. 

Now, with the help of estimates obtained so far, we can apply the classical parabolic theory 
[5] to the temperature equation (1.2)i written in the form 

(3 .30) Cv8t - kotl0 = 0F,ss(r;;,0)01 + 0F,ue(r;;,0) : E:t + v(Aet): E't + g in nT. 

Recalling (3.24)- (3.27), (3 .29), we have 

ll0F,oo(e,0)01 + 0F,oe(e,0) : E"t + v(Aei : e1)IIL,(flT) 

( ))~ 

:Sc [ (0; + 02"led2 + led4 )clxclt 

:::; c(ll0dl1,,(0"') + 11011t.(!l1') + lledlLw·>):::; c. 
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Therefore, supposing g E L2 (f1.T), 00 E Wd (f!), as well as the compatibility conditions, the 
classical parabolic theory yields 

(3 .31) 

This implies that 

(3.32) 

so, by imbedding, 

(3.33) llv'0IIL.(OT) Sc, 1 < <1 S 4. 

We proceed now to improve estimates for u . 
In view of (3.25) and (3.29) we have 

(3.34) III;,(,, Bll,,,o•J S , [ 1+ = ,up"''·n U <l''d, )'
1
'] , , fm 1 < p < =

Hence, with the help of (3.14) it follows that 

(3.35) llellw;·'(OT) Sc, 1 < p < oo . 

Consequently, 

(3.36) 

so, by imbedding, in case 4 < p < oo, 

(3.37) 

and 

(3.38) 

In view of the above estimates we can prove now 

Lemma 3.5. Suppose bounds (3.24)- (3.26), (3.29), (3.31)- (3.33) and (3.38) are satisfied. 
Then 

and there exists a constant c > 0 such that 

(3.39) 
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Proof. In view of the equality 

(3.40) V · F,,;;(e,0) = F,ge(e , 0)Ve + F.e0(e,0)V0, 

using (3.25) , (3.29), (3.33), (3.38), we estimate 

1/1 

::; C [ J (02• Je:J2(a, -2) JVeJ2 + Jel2(a,-2)JVeJ2 + 02(s-l)lel2(a, -1) 1v012)dxdt] 

flT 

::; c(JJBJJi,(flT) + IIVBIJL,(flT))::; c. 

Similarly, 

JJV(V · (F,e:(e:,0))11L,(flT)::; c[ /<JF,e:u(e:,0)12JVe:J 4 + JF.eee(e:,0}12JVe:!2JV0J 2 

flT 

l I /2 
+ JF,e:e:(e:,0)12JV2e:J2 + JF,e:ee(e:,0)12JV0J 4 + JF,e:e(e,0}12JV20J2)dxdt 

::; C + c[ / (02' + JVOJ2 + 02'JV2eJ2 + JV2eJ2 + JVOJ4 + JV20j2dxdt] 112 

flT 

::; c + c(IJBIJL,(flT) + IIVBIJL,(flT) + IJBIJl:,(flT) + IJV2e:1JLcflT) 

+ IIV2ellL,(flT) + IJVBIIL(flT) + 11v2011L,(flT)) ::; c, 

where we have used estimates (3.24)- (3.26), (3.29), (3.31), (3.33) and (3.38). Hence, 

IIV. F,e(e:,B)IIL,(o,T;W~(fl))::; c. 

Now we show that V • F,e: E L 2 (!l; w}12(o, T)) . To this end we have to estimate the 
integrals 

( 
T T ) 1/2 !!! J0'(t)e:••-2(t)Ve:(t) - 0'(t')e:••-2(t')Ve:(t')l2 , 

Jt _ t'J 2 dt dtdx 
fl O 0 

(! !TIT Je:•,-2(t)Ve(t)- e:••-2(t')Ve:(t')J2 , ·) t/2 
+ Jt _ t'l 2 dt dtdx 

fl O 0 

(! JTJT 10•- 1 (t)e:"•- 1(t)V0(t) - 0•- 1(t')e:••- 1 (t')VB(t1)12 I ·) 
112 

+ Jt _ t'J 2 dt dtdx 
fl O 0 

=Ii+ h + h, 
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where for simplicity we have restricted considerations to the maximal growth of F(e,0), 
and 0 > 01 , €ij > c1 (i,j = 1,2). In other cases the arguments are similar. Vv't.· have 

where i E (t, t'). Recalling (3.25), (3.38), we see that 

( 
T T ) 1/2 

[ 1 < c J J J 10•-112 IB(t) - O(t')l2 dt'dtdx 
1 - It - t'l2 

{l O 0 

( 
T T ) 

1
/

2 

< c !!! IB(t)-O(t')l2 dt'dtdx 
- It - t'l2 , 

{l O 0 

where 0 = O(i). Since, in view of (3.31), (} E w~·112(nr), it follows that n ::; c. 

Further, in view of (3.25), (3.29) and (3.38), using Holder inequality, we have 

( 
T T ) l/q 

12 < c jjj le(t)-e(t'W dt'dtdx 
1 - It - t'lq 

{l O 0 

( 

T T . ) l/q 
< le(t) - e(t')I 1 dt'dtdx 
- CSUP,,t,t• It - t'la . J J J It - t'lq(l-a) 

{l O 0 

s c, 

where q > 2, q(l - a) < 1. Similarly, 

If '.::'. c and h '.::'. c. 
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.. 

It remains to estimate the integral 

( 

T T ) 1/2 !!! 10•- 1(t)-BH(1')12le" 1 - 1(t)l2l'vB(t)l2 , 
la :S It_ 1,12 dt dtdx 

n o o 

( 
T T ) 1/2 !!! 10•- 1(t')l21ea,-l(t)-ea,-l(t')l2l'v0(t)l2 1 + it_ 1, 12 dt dtdx 

n u o 

( 
T T ) 1/2 !!! IB,-i(t')l2le• 1 - 1(t1)12l'vB(t)- 'v0(t')l2 , 

+ I 112 dt dtdx t - t 
n o o 

( 

T T ) 1/2 
:Sc j j j IB(t)-l~(~)tl'~;'v0(t)l2 dt1dtdx 

n o o 

( 

T T ) 1/2 
+ c J J J ie(t) - 1:(~~l1~;'vB(t)l2 dt1dtdx 

n o o 

( 

T T ) 1/2 
+ J J J 

l'vB(t) - 'v0(t')l2 dt1dtdx = J1 + 12 + I3 
C it - t' 12 - 3 3 3' 

n o o 

where, in view of (3.32), 
rt :s c. 

Further, 

2 le(t) - e(t1)I (! !TIT l'v0(t)l2 1 ) 
112 

l3 :S CSUPx,t,I' it - t1la it - 1112-20 dt dtdx :Sc, 
11 0 0 

because a can be chosen such that 2 - 2a < l. Finally, 

( T T ) 1/4 ( T T ) 1/4 

[ 1 <c JJJIB(t)-B(t1)14dt'dtdx • ff! l'vB(t)l4 dt'dtdx 
3 - It - t'14µ, It - tl14µ, , 

n o o 11 o o · 

where µ 1 + µ 2 = 1. Assuming that 4µ. 2 < 1 and recalling (3.33), we see that the second 
factor is bounded. Then 11 1 > ¾, so the first factor equals to 

( 

T T ) 1/1 !!! IB(t) -B(t1)14d 1d d 
It - 111JH t t X ' 

n o o 

25 



with some arbitrary small f, > 0. 

Now note that (3.31) implies 0 E w:·"12(!1T) with aa ::; 4. Hence, choosing a= 4 and 
a < 1 such that 1 + aa > 3 + 6, we see that the above integral is bounded. This shows 

and theoreby completes the proof. 

Now, in view of (3.39), supposing 

W 4(") Q W2(") b E w21,1/2(,.,,r), uo E 2 " , u1 - 0/ uo E 2 " , " 

with the help of Lemma A3 we infer that 
(3.41) 

llellw;•'(OT) :::; cllullw:·•1 2(0TJ 

:::; c(llwllw:·•1 2 (nT) + lluollw:(o)) 

:::; c(llv' · F,e(e,B)llw;·11,(oT) + llbllw;,11,(nT) + llu1 - aQuollw,'(O) + lluollw,'(O)):::; c. 

The latter estimate implies 

(3.42) 

llv'ellw:-•12 (oTJ :::; c, 

lletJiw;-'(OT) :::; c, 

IJ'v'edlw;·'''(OT) :::; c. 

· Hence, by imbeddings, 

(3.43) 
lletJIL.(flT) :::; c, 1 <a< oo, 

lletJIL~(o,T;L.(O)) ~ cJJedlw;·'(OT) :::; c, 1 <a< oo, 

and 

(3.44) 

4. Additional a priori estimates 

D 

With the help of estimates (3.25)- (3.27), (3.38), (3 .41)- (3.44) we prove now the key 
lemma which in two-dimensional case implies Holder continuity of temperature. 
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Lemma 4.1. Assume that 

lei+ !Ve!+ lc,e(e,B)I + lco,e(e,BI :Sc m nr, 
lle:1.II L=(O,T;L,(O)) + lleulli,(OT) + ll~h,lli,(OT) :Sc, 1 <a< oo, 

IIB,IIL,(!JT) + IIBIIL=(O,T;W~(O)) :Sc, 

Vg E L2(f2r), g, E L2(f2r), b E L,,(f1r), 

Uo E w;-21"(f2, U1 E W;-2f"(f2), 1 <a< oo, 

BJ 1= 0 E Wi(n), 0,1 1= 0 E wJ(n) . 

Then there exists c > 0 such that 

Proof. For simplicity we denote the right-hand side of (1.2)1 by 

(4.2) J = BF,ee(e,B): e, + v(Aet): e: 1 + g. 

Differentiating (1.2)i with respect to t, multiplying the result by Bu and integrating over 
n yields 

J 2 ko d J 2 J coB,1dx + 2 dt IVB,I dx = (-co, 181 + f,)Budx 

n n n 

:S Ii J B~1dx + c(o)[ f lco,el 2 Btdx + J lco,el 2 ie,12B~dx + J lf,1 2 dx] . 
n n n n 

Hence, with the help of bounds on co,e, co,e and e: 1 , it follows that 

(4.3) IIBullLcn) + ~IIVB1IILcm :S c(IIBdl1.cn) + ll!tllLcn) + {). 

We proceed now to examine the right-hand side of ( 4.3). Using the interpolation inequality 

( 4.4) 

with t?1 determined by the condition 

the first term on the right-hand side of ( 4.3) is estimated by 

(4.5) IIBdlLn> :S cllVBdlLcn) · IIB,IILcn> + cllBdlLcn) · 
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To examine the second term on the right -hand side of ( 4.3) we rearrange f 1 as follow~ 

f, = 0F,oe: e11 + 0,(F,oe: et)+ 0(F,ouetl: e1 + 0(F,ooe: e1)01 + 2v(Aet): e11 + g1 

= eu.: (0F,oe + 2vAe,) + 0,(F,oe + 0F,ooe): e1 + j,, 

where we separated the highest order terms involving e 11 and 01, and denoted the remaining 
by 

j, = 0(F,oeee,): e, + 9t· 

Then, it follows that 

llfdil,(11) Sc j l0F,odlettl 2dx + c j led 2 lettl 2dx 
11 11 

(4.6) + C jclF,oel2 + l0F,osel2)le,l210d2dx +CJ j;dx 
11 n 

S c[ll0lli'=(n)llettlli,(n) + iiediL(n)ll0dlL(n) 
2 2 • 2 + lle1IIL=(n)lleullL2(n) + llfdli2(n)l• 

Further, utilizing ( 4.4) and the estimate 

we infer 

Consequently, using ( 4.5) and ( 4.8) in ( 4.3) we arrive at 
(4 .9) 

2 d 2 
IIBttlli2(n> + dtllV8dlL2<n> 

S c[IIV0,lli,(n)(ll0dlL(n) + lledli.(n)) + IIV20lli,(n)lleulli,(n) + 110,IIL(n) 

+ (11011L(n) + l)lleulli,(n) + ll0dlL(n)lle1IIL(n) + iiediL(n)lleulli,(n) + llit!IL(n) + 1] · 
Now, we multiply (1.2)i by -6.81 and integrate over n to get 

j colV0d2 d:r + ~o ~ j l6.0l 2dx = - j 8, Vco · V8,dx + j V f · V0,dx 
n n n 11 

(4.10) 

S f> j IVB,12dx + c(f>) [! l'vcol 2B:dx + j IV fl 2dx] . 
n n n 
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Hence, recalling the bounds on co,c , c0 ,e and Ve, it follows that 

J 2 di 2 J 22 j2 j 2 (4.11) JV0tldx+dt Jb.0Jd.1: :Sc JV0J01 dx +c 0,d.r+ c JV.fJd.r. 
11 11 11 11 11 

The first term on the right-hand side of ( 4.11) is handled as follows 

j 1v0120:dx :S IIV0ll1.(11)ll0i11Lm 
11 
:S c(IIV28IIL,(11)IIV8IIL,(11) + IIV0lli,<11>) · (IIV0illL,(11)110illL,(11) + ll0dlLc11>), 

where we have used Holder inequality and interpolation inequality ( 4.4). Consequently, 
( 4.11) leads to 

IIV0dli,,(11) + ~IIMIILc11) 

::; c[rnv2011L,(11)IIV0IIL,(O) + IIV011Lco)) . (IIV01IIL,(O)il0illL,(O) + ll0t!IL(o)) 

(4-12) + ll0illL<n> + IIVJIIL<n>] 

:S c[(llv2BIIL<n> + IIV01IILco)) · (IIVBIILco) + ll01IILcn)) 

+ (IIV0ll1,(n) + l)ll0tJIL(n) + IIV flli,(n)] . 

Now we add ( 4.9) and ( 4.12) to obtain 
( 4.13) 

ll011IILcn> + IIV0dlL<n> + ~(IIMIIL<n> + IIV0tJILcn>) 

::; c[(llv20111,(ll) + 11v0i11L(n)) . (llcullLcn) + llc1lll.(n) + 11v0111,(ll) + ll01IILcn)) 

+ 1101111,cn> + (IIBIILcn) + l)llc11IILcn> + (llc1IILcn> + IIV0ll1,cn> + l)ll0t11Lcn) 

+ llf1IILcn) + IIVflli,(n) + llc1IIL(n)llc11lll,(n) + 1] · 
Further, using the inequality 

ll0llw,?(ll) :S c(IIMIIL,(ll) + ll0IIL,(n)), 
where n •VB= 0 on S, and denoting for simplicity 

(4.13) yields 

ll0ul1Lcn> + IIV0tJILcn> + ~(11 6011Lcn> + IIV0tJILcn>) 

(4-14) :S c1(IIMIILcn) + IJV0tJli,(o))p(t) + c[(llcilli,(n) + ll0llt~cn) + l)p(t) 

+ llfillL<n> + IIV !lli,,(o) + llc1 IIL(r!) llcttlli,cn> + ll0dl1,cn> + 1], 
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where we have distinguished a positive constant c 1• 

Now we multiply (4.14) by exp (-c 1 J; p(t')dt'). As a result it follows that 

( 4.15) 

(116ulli,101 + 11170,ill,101 I exp (-,, i ,,t'ldt') 

+ f, [(11"0111,101 + 11170,111,10,l=P (-c, i p(t'ldt')] 

~ c[(lletl/i.cnJ + 1/01/~i(flJ + l)p(t) + llitllL(nJ + /Iv' /1/i,(nJ + 1 

+ lle,lli.lo,lleulll,101 + 110,111,101] =p (-,, i p(t')dt') · 

Integration of (4.15) with respect tot leads to 

t ( t' ) 
/rnot't'(t')/11,(n) + 1/v'Ot'(t')lli,(n))exp -C1 / p(t")dt" dt' 

+ (IIM(t)lll,,., + ll170,(t111l,101 l=P (-c, i p(t'ldt') 

t 

~ c J [rnedt')lli,.(11) + l/0(t')ll~;(11) + l)p(t') + l/]t'(t')lll,(11) + l/v'/(t')lli,(11) + 1 

0 

+ lie,, ( t' llll_io1 lie,,,, ( t' llll,(o) + II',• ( t' )111, (O)] =P (-,, / p( t")dt") dt' 

+ I/M(0)/11,(n) + l/v'01(0)l/i,(n)· 
From this inequality we conclude that 
( 4.16) 

exp (-c1 i p(t')dt') · 

. [ic 110,, ,, ( t' Ill 1,,., + 1117 0,, ( t' 1111,io, ldt' + II M(' 1111,,., + 11170,( t 1111,,., l 
t 

~ c j [(1/et'(t')IIL<n> + l/0(t')ll~;<n) + l)p(t') + l/]t'(t')/11,(n) + l/v'/(t')/11,(n) + 1 

0 

+ l/et'(t')I/L(n)l/e1•1•(t')l/l,(n) + l/0t'(t')lli,< 11 i]dt' + 1/M(O)l/l,in) + l/v'01(0)l/l,(nJ· 
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Now, recalling the bounds on Ett, et, Bt and 0, it follows that 

t 

j p(t')dt' S l!etd!Lcnr) + Tl!ed!Lco,T;L,({l)) 
0 

+ Tl!VBIILco,T;L,({l)) + IIBdlLcnr) + 1nT1 s c, 

( 4.17) t 

/(llet'(t')ll1.cnJ + IIB(t')ll~:<nJ)p(t')dt' 
0 

t 

S (lled!Lco,T;L,(n)) + IIBIIL(o,T;W~(n))) j p(t')dt' Sc. 
0 

Moreover, recalling the bounds one, Ve, Ve 1 and assumption on g we obtain 

t 

( 4.18) 
j 11.fc,(t')IILcn>dt' Sc j (l0F,eeel2led 4 + lg,l 2 )dxdt 
0 {JT 

s cl!Blli,(nT)lled!Lcnr) + ci!g,IILcnr) s c, 

t 

j IIV /(t')ll1,cn)dt' Sc j [10F,eeel2 1Vel2 1ed 2 + IF,ee + BF,ml2 IVBl 2 !e1! 2 

0 {JT 

+ IBF,eel2 1Ve11 2 + ied 2 !Ve,!2 + IVgl2]dxdt 

S c(l!Blli,cnr)llediL(nr) + l!VBIIL(nr)lled!L(nr) 
+ IIBl!i,(nr)l!Ved!L(nr) + l!ed!Lcnr)l!Ve,111.(nr) + l!Vglll,(nr)) Sc. 

Inserting (4.17) and (4.18) into (4.16) leads to 

ess supo$t$r(IIMIIL(n) + IIVBdll,cn>) + IIBullL(nT) + IIVBdll,cnr) 
T 

(4.19) Sc+ cl!et!!L(nT)lleulll,cnr) + c j ll0,, 111,(n)dt' 
0 

Sc+ cl!ed!Lcnr) + c · ess sup1$rl!Bd!L(n)• 

where in the last inequality we used L 2 (f2T)-bound on e 11 and L2 (!2T)-bound on 01. 

We proceed now to estimate the terms on the right-hand side of (4.19). First we estimate 
l!Bt II f,= (O,T;L,({l))• 
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Differentiating ( 1.2). with respect tot, multiplying by 0,, integrating over !1 and integrating 
by parts yield 

ldj 2 2 11 2 J '.2dt co0,dx + ko1Jv'0,IIL,(Q) = - 2 co,,01d.v + (0F,ee: e1),tf}1cll: 
n n n 

+ 2v j(Ae:1): e:tt01dx + j g,0,dx = I1 + I2 + [3 + h 
n n 

With the help of Holder, Young and interpolation inequalities we obtain 

!Iii$ c j lco,e0, + co,eetl0;dx $ c j J0tl 3 dx + c j ledl0d2dx 
n n n 

$ c j J0d 3dx + li1 j Jv'0d 2dx + c(li1) j B;dx, 
n n n 

II2l $ c j Je1IIB1J2dx + c j B'IE11 2 10ildx + c j 0'leull0tldx 
n n n 

$ clJ01IIL+,<n) + cll0dlL,+6 (n) + cllettllL,(n)IIBdlL2 +,<n) 

$ li2llv'B,IIL(n) + c(li2)110d1L(n) + cJJettllL(n) + c, 

Jl3J $ c j ledlettll01ldx $ clle11IIL,(n)IIBtllL 2+6 (0) 

n 

S li3IIV'BdlL(n) + c(li3)110t!IL(n) + clle:11IIL(n), 

· where li > 0. Choosing 61 , 62, b3 sufficiently small we get 

l d J 2 ko 2 2.dt co01dx + 2 llv'0dlL,(O) 
n 

$ c(IIBdlL(n) + lle:11IIL<n) + IIB1IIL(n) + ll9dlL(n)) + c. 

Using the interpolation inequality 

it follows that 

l d J 2 ku 2 2 di co0, d:1: + 4 llv'B,IIL,(nJ 
n 

$ c(IIB1lll,(nJ + llettlli,(n) + 110,117,,cn) + IIYdlL(nJ) + c. 

32 



Hence, since co 2'. Cv > 0, 

~ j co0idx - c/10tl/1,(n) j co0:d.r '.S c(/lettl/LcnJ + l/0tl/1,,n) + l/g,/11,(n)) + c. 
n n 

Multiplying by exp (-cJ; 1/01,(t')l/i,cn)dt') we obtain 

~ [ (/ co0idx) exp (-c i /10,,(t')/11,(n)dt')] 

'.S c(l/ett/11,(n) + 1/0,/11,(n) 

+ l/g,/11,(n) + l)exp (-c i l/0,,(t')/11,(n)dt'). 

Integrating with respect to t yields 

(! ,,IP,d,) "P (-, i IIO,,(t')lli,,0 ,dt') 

~ 'i <II•,,,, Iii.en> + 119,, Iii.en, + 11,,, IILcn, + 1) "P (- / 110, .. II L,n,dl") df' 

+ j eo(eo,0o)0i(O)dx. 
n 

·Hence, by assumptions of lemma it follows that 

( 4.20) 

We proceed now to estimate l/e 11/L~(nT) - In view of (4.20), recalling that 
1/01/L~(O ,T;W~(O)) '.Sc, (4.19) implies 

//'v01/L~(o,T;W~(O)) '.Sc+ cl/e,1/L~(nT) 

Hence, 

( 4.21) 

We return now to the elasticity system and estimate its right-hand side in Lu(nT)-norm. 
Using ( 4.21) we get 

1/'v · F,e(e,0)1/L,(OT) '.S c(/101/L(nTJ + I/V01/L,(nr)) 

'.Sc + cl/e 11/L~(nr), 1 < a < oo. 
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Consequently, in view of assumptions on the data, with the help of Lemma Al, it follow~ 
that 

( 4.22) 

llullw;·'(f(I').:; c(llwllw;-'(f!T) + lluollw; -'' "(fl)) 

.:; (llv' · F,e(e:.,0) + bllL.(fl,.l + llu1 - a:Quollw;-''"(fl) + lluollw~'-''"(fll) 

:Sc+ cile:.tllL=(flT), 1 <a< oo . 

Hence, by imbedding, 

( 4.23) 
lle:.dlwj·'''cn·r) .:; cllullw.;'·'(fl1') 

::; c + clle:.dlL=(flT), 1 < a < oo. 

Next, we utilize in ( 4.23) the interpolation inequality 

(4.24) 

with a 1 satisfying 
4 4 
- - - < l, so a1 > 4. 
(JJ 00 

Then ( 4.23) implies 

( 4.25) 

where in the last inequality we used Lu(f!T)-estimate on e:. 1• Combining (4.24) and (4.25) 
leads to 

( 4.26) 

Finally, using (4.26) and (4.20) in (4.19) ne arrive at the assertion, 

We note now that ( 4.1) implies 

( 4.27) 

where Wi(f!T) = Wf •2 (f!T). 
Consequently, by imbedding, the Holder bound follows 

( 4.28) 

Moreover, (3.27) and ( 4.1) imply 

(4.29) 

so, by imbedding, 

1 
0 < C\'3 < 2· 

( 4.30) llv'BIIL=(O,'/";L.(fl)) ::; c, 1 < (J < 00. 

• 

Thanks to Holder continuity of e:. and 0, in view of a 1~riori bounds (3.37), (3.43), (4.30), 
we can obtain final estimates for a solution (u,0) to (1.1), (1.2) in V(p,q)-nonn. 
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Lemma 4.2. Suppose that e,0 are Holder continuous in nT with 

a.nd 

Moreover, suppose 

liv'el!L,(nr) + llv'BIIL,(nri :::; c, 4 < p < oo, 

lle,IIL,(nTJ :::; c, 4 < q < oo . 

b E Lp(nr), g E Lq(nT), 

uo E w;-2/P(n), u, E w;- 2 IP(n), Bo E w;-2/q(n), 4 < p < oo, 4 < q < oo, 

a.nd compatibility conditions. Then 

(4.31) llullw:·'(nr) :::; c, 4 < p < oo, 

( 4.32) IIBllw;·' (OT) :::; c, 4 < q < oo. 

Proof. In view of assumptions, 

llv' · Ji'.de,0)1li,(n'') :::; c for 4 < p < oo. 

Then, similarly as in (4.22), estimate (4.31) follows. 
Further, recalling Lq(nT)-bound on F:i, it follows that the right-hand side of equation 
.(1.2)i is bounded in Lq(nT)-norm for 4 < q < oo. Therefore, in view of Holder continuity 
of the coefficient c0 ( F:, 0), the classical parabolic theory [5] assures the bound ( 4.32). D 

We note also that ( 4.31 ), ( 4.32) imply 

( 4.33) 
lledlw;·'''cnr) :::; c, 4 < p < oo, 

llv'Bllw;·•''cnr) :::; c, 4 < q < oo . 

Hence, by imbeddings, e1 and v'0 are Holder continuous in nr and satisfy bounds 

( 4.34) 

(4 .35) llv'Bllca,.a,,,10-r> :::; c, o < O's < 1. 
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5. Proof of Theorem 2.1 

The proof is based on the application of the Leray-Schauder fixed point theorem to the 
system (1.14), (1.15), (1.2) in a similar manner as in [9). Here we focus on the differences 
related to non-constant coefficient c0 ( e:, 0). 

First, we extend the definiton of F1 (.:, 0) to all values of 0 in IR in such a way that it is of 
class C 3 , and that 

F1,BB(e:,8)?: 0 for (e:,0) E 5 2 x (-oo,O). 

We note that such extension preserves the lower bound (2.3) of c0 (e:,0) for all (e:,0) E 
5 2 X IR. 
The solution space is 

The solution map 

(5.1) T(T,·): (u,0) E V(p,q)--+ (u,8) E V(p,q), TE (0,1], 

is defined by means of the following initial-boundary value problems 

Wt - f3Qw = T(\7. F,e:(i,0) + b) m n1', 

(5.2) 

(5.3) 

wlt=O = T[u1 - oQu0] 

w=O 

u 1 -aQu = w 

ult=O = Tuo 

u=O 

Ill fl, 

on sr, 

co(e:,0,T)81 - kot::..8 = T(0F,oe:(e:,0): E:t + 11(Ae:1): E:t + g) m nr, 

(5.4) 011=0 = Tllo Ill n, 
n · \70 = 0 

where 
co(e:,0,T) = Cv -T0F,oo(e:,0). 

We employ the following formulation of the Leray-Schauder fixed point theorem (see [3]): 

Theorem 5.1. Let B be a Banach space. Assume that T: [O, l] x B--+ B is a map witl1 
the fallowing pmperties: 
(i) For any fixed TE [O, l] tlie map T(T, ·): B-> Bis completely continuous. 

(ii) For every bounded subset C of B, tlie family of maps T( ·, x) : [O, 1) --+ B, x E C, is 
u11iformly equicontinuous. 
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(iii) There is a bounded subset C of 8 such that an,v fixed point in 8 of T( r , • ), 0 :S r :S 1, 

is contained in C. 
(iv) T(O , · ) has precisely one fixed point in B. 

Then T( 1, ·) has at least one fixed point in 8. 

We verify the properties (i)- (iv) for the soluton ma.p (5.1). 
The property (iii) results from Lemma 4.2. 
The property (ii) follows by direct comparison of two solutions (w,u,0) and (w , ii.,0) 
to problem (5.2)- (5 .4) corresponding to parameters r and f, respectively. In fact, the 
application of parabolic theory [10] gives the estimates 

(5.5) llw - wllw;·'(!F) :S cir - fl , llu - ii.llw: ·'<nr) :S cir - fl, 4 < p < oo. 

To estimate the difference T/ = 0 - 0, we note that '7 satisfies the following problem: 

co(e, ii, r )TJ1 - koD.TJ = ( r - r)BF,oe(e, 8)01 + ( r - r)P 

(5.6) 
+ f(P - P) + f801(F, 99 (e,ii) - F,09(e,B)) in nr, 

.,,11=0 = (r - r)0o in n, 
n · v'ry = 0 

where 

P = iiF,ee(e,ii): e1 + v(Aet) : ei + g, p = BF,ee(e,ii) : i1 + v(Aet): e, + g. 

Thanks to (5.5), Lq(!tT) - norm of the right-hand side of (5.6)1 is bounded by cir - fl . 
In consequence, since the coefficient c0 ( e, ii, r) is Holder continuous, the classical parabolic 
theory [5] implies 

(5.7) 110 - 0llw;·' (nr) :S cir - fl, 4 < q < oo, 

what concludes (ii). 
In view of the regularity of problem (5.2)- (5.4), the property (iv) is obvious. 
The property (i) follows by showing that for any fixed r E [O, 1], T( r, ·) maps the bounded 
subsets into precompact subsets in V (p, q ). Let ( ii n, iJn) be a bounded sequence in V (p, q) 
such that for n --> oo 

iin --> ii weakly in w:•2(!1r), 4 < p < oo , 

jjn -4 ii weakly in w;·1(!1T), 4 < q < 00, 

Our aim is to show that for the values of T( r, •) 

(5.8) (un,en) = T(r,iin,iJn) 

the following convergences hold for n --> oo 

(5 .9 ) u" --> u strongly in w,:·2(!1r) , 4 < p < oo, 
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(5.10) on --+ 0 strongly in Wi' 1(!17\ 4 < q < oo, 

where 

( 5.11) (u,0) = T(r,u,B). 

With the help of compact imbeddings [2] it follows that for n --+ oo 

(5.12) 
un--+ ii. strongly in W}•3 l 2(!1T), 4 < p < =, 
jjn --+ jj strongly in Wq1 ,l/2(!1T), 4 < q < 00. 

This implies that 

e"-¼ e strongly in C"'•"•l2(!1T), 0 < o, < 1, 

(5.13) Ven --+ Ve strongly in C"'•"•/2(!1T), 0 < Oz < 1, 

jjn --+ jj strongly in C"•·"•/2( !1 r), 0 < 03 < 1, 

where 
en= e(iin), e = e(u). 

Recalling equality (3.40), thanks to above convergences, it follows that for n --+ = 
( 5.14) V. F,e(en,B")--+ V. F,e(e,B) strongly in Lp(!tT) for 4 < p s; q < 00. 

Consequently, by theory of parabolic systems [10], 

what, in turn, implies convergence (5.9). 
Further, we note that by (5.9), 

( 5.15) 

en--+ e strongly in C" 1 •" 1l 2(!1T), 0 < o 1 < 1, 

e~ --+ Et strongly in Lp(!tr), 1 < p < oo, and 

4 
strongly in C"•• 0 •l2 (!1r), 0 < o 4 < 1 - -. 

p 

To prove convergence (5.10) we consider the difference r,n = on - 0. We have 

( 5.16) 

co(e,B, r)11~ - kot:.r,n = (pn(en,on,r)- P(e,B,r)) 

- ( co ( e", B" , T) - co ( e, jj, T) )0;' 

11"lt=O = 0 

n . V71" = 0 
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where 
P"(e",0",T) = T[0"F,oe(e" ,0"): e~ + v(Ae~): e~ +g], 

P(e,0,T) = T[0F,ode,0): e1 + v(Aei): e1 + g), 

and e" = e(u"), e = e(u) . 
In view of Holder continuity of the coefficient c0 (e, 0, T ), in order to prove that for n -----+ oo 

it is sufficient, by virtue of the classical parabolic theory, to show that the right-hand side 
of (5.16)1 converges to O in L9 (!1T)-norm. For the first term we have 

j IP"(e",0",r)- P(e,0,r)l9dxdt 
flT 

:::'. c( j 10" - 0J 9 IF,oe(e",0")19!e~l 9dxdt + j 09 (Je" - eJ 9 + 10" - 0J 9 )Je~J 9 dxdt 
flT flT 

+ j 09 JF,9e(e,0)19Je~ - ed 9 dxdt + j Je~ - ed 9 (Je~J 9 + !ed 9 )dxdt) -+ 0 as n-----+ co, 

flT fiT 

where we used the uniform with respect to n Holder bounds on e", e~, 0" and the con
vergences (5.13), (5.15). For the second term on the right-hand side of (5.16)i, recalling 
convergences (5.13), (5.15), we have 

j !(co(en, 0", T) - co(e, 0, T ))0~ J9dxdt 
{lT 

:::'. supaT!co(e",0n,r)-co(e,0,r)l91!0fll1,caT)-----+ 0 as n-----+ co. 

This shows (5.10) and thereby the complete continuity of T(r, ·). 
Summarizing, we have shown that the solution map (5.1) satisfies assumptions (i)- (iv) 

of the Leray-Schauder fixed point theorem. Thus, T(l, ·) has at least one fixed point in 
V(p,q) which is equivalent to a solution (u,0) of problem (1.1), (1.2) in V(p,q) . 
Recalling bounds ( 4.31 ), ( 4.32) and Lemma 3.1 the proof Theorem 2.1 is completed. • 

6. Proof of Theorem 2.2 

Let ( u, 0) and ( u, 8) be two solutions of (1. 1), (1.2) corresponding to the same data. 
We denote 

V = U - U, 7/ = 0 - 8. 
Next, to simplify notation, we set 

e = e(u), ei = e(ui), F,e = F,de,0) , F,9e = F,ode ,0), 
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co= co(e:,0), '")'o = '")'o(e,0), 

and respectively e, e,, fr,£, fr,o,e:, c0 , io for the fun<:tions of ( u, 0). 
Further, it is convenient to rewrite equation ( 1.2)i in the form 

(6.1) 0, - kno!).0 = '")'o0F,o£(£, 0) : E'.t + V'")'o(Ae:t): £t + '")'o9 in nr, 

where 
1 

1'0 = 1'o(e:,0) = -( ll). 
co e,u 

We note also that 

(6.2) 

where 
c~ = maxco(e:,0). or 

Subtracting the corresponding equations we see that ( v, 1)) satisfy the following problems: 

Q Xo Q2 n (F F- ) 111 nT, Vtt - V Vt + 4 V = v · ,£ - ,£ " 

(6.3) vlt=O = 0, vdt=O = 0 in n, 
V = 0, Qv = 0 

1/t - ko-yo/).17 = '")'o0F,oe: : £t - %Bfr,8£ : e, 

+ V'")'o(Ae:,): £1 - vi'o(Ae,): e, + (1'o - i'o)g 

(6.4) + ko('")'o - i'o)!).0 = R1 + R2 + R3 + R4 

l)lt=O = O 

n_-v'ri=0 

Multiplying (6.3)t by v 1 and integrating over 0 1 yields 

~ j lv,l2dx + ~o j 1Qvl2dx + v j(Ae:(v,,)): e:(v,,)dxdt' 

(6.5) 
n n n• 

= - j(F,e: - fr,£): e:(v 1, )dxdt'. 

n• 

Next, adding to (6.5) the identity 

(6.6) ~ j le:(v)l2dx = j e:(v): e:(v,,)dxdt', 

n n• 
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valid thanks to initihl condition (6.3)2, recalling (2.1), and using Young inequality we get 

j Glvil 2 + ~1£(v)l2 + ~o 1Qvl 2 ) dx + 11f. j 1£(vt' )12dxdt' 

(6.7) 
{l {l' 

S 6 J 1£( v,, )12dxdt' + c( 6) J (IF.£ - F,£ 12 + J£( v )12 )d:i:dt' . 
{ll {JI 

Hence, using the estimate 

(6.8) IF'.£ - P,£1 :s c(i£(v)I + Jr,I), 
which follows from uniform bounds on £ and 0 in nr, and choosing 6 appropriately, we 
obtain 

(6.9) j(lvtJ 2 + J£(v)J 2 + 1Qvl2 )dx + j Je(vt' )12dxdt' Sc f (1£(v)l2 + lr,l 2 )dxdt' . 
n 0 , nt 

Consequently, with the help of Gronwall's inequality, we arrive at the estimate 
(6.10) 
llvtllLoo(O,T;L,(O)) + 11£(v)IILoo(D,T;L,(O)) + IIQvllLoo(O,T;L,(O)) + lle(vi)IIL,({lT) ~ cll11lli,(OT)· 

By virtue of (2.2) it follows from (6.10) that 

(6.11) 

Now we multiply (6.4) 1 by 1) and integrate over !1' to get, after integration by parts, 

4 

(6.12) ~ j 112dx + ko j -YolV111 2dxdt' = -ko j 11V11 · V-yodxdt' + L j R;17dxdt' . 

n n• n• •= 1n1 

Hence, by (6.2), 

4 

(6.13) ~ j 112 dx + ~; j JV111 2dxdt'::; -ko j 11V11 · V-yodxdt' + ~ j R;11dxdt'. 
n n• n• •- 1n• 

We proceed now to estimate the terms on the right-hand side of (6.13). Note that by virtue 
of Holder estimates one, 0, Ve and VO in nr, we have 

(6.14) 

Consequently, the first term on the right-hand side of (6.13) is, with the help of Young's 
inequality, estimated by 

(6.15) ko J l11IIV11IIV-Yoldxdt1 s 61 J JV17j 2dxdt 1 + c( 61) J 112 clxclt' . 
{lt 0' 0 1 
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Further, thanks to the uniform bounds one, 0, e, , ,o and i, B, i 1, io in O.T , we have 

(6.16) /,o - io/ S c(/e(v)/ + /171), 

and 

(6.17) /Ri/, /R2/ S c(/e(v)/ + /17/ + /e(vtl/), /Ra/ S c(/e(v)/ + /17/), 

where in the last bound we used assumption g E L00 (0.T). Hence, by virtue of (6.10) we 
have 

(6.18) 
3 

L J /R;/117/dxdt' Sc J 172dxdt . 
1= 1 {}£ fll' 

The R4 -term is first integrated by part 

(6.19) j 17R4dxdt' = ko j (,o - io)'vB · 'v17dxdt' + ko j 17'vB · 'v(,o - io)dxdt'. 

n• n• n• 

Utilizing (6.16), the uniform bound on 'vB and (6.10), the first term on the right-hand side 
of (6.19) is estimated by 

(6.20) /ko j (,o -i'o)'vB · 'v17dxdt'/ S 62 j /'v17/ 2dxdt' + c(62) j 172 dxdt'. 

n• n n• 

Similarly, in view of the bounds 

( 6.21) /70,e - i'o,el + ho,e -i'0,e/ S c(/e(v)/ + /17/), 

which follow thanks to assumption (A5), utilizing the uniform bounds one, 0, 've, 'v0 and 
'Yo,e, 1o,e, we have 

(6.22) 
/'v(-yo - i'ol S /'ve/ho,e - i'o,el + /'v0/170,e - i'o,el + li'o,el/'ve(v)/ + li'o,el/'v17/ 

~ c(/e(v)/ + /'ve(v)/ + /17/ + /'vi]/). 

Consequently, the second term on the right-hand side of (6.19) is estimated by 

/ko j 17'vB · 'v(,o - i'o)dxdt'/ 

n• 

n• n• 

S 63 J (,/ + /'v17/ 2)dxdt' + c(63) J 17 2d:rdt, 

0 1 0 1 
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where in the last inequality we applied the bound (6.11) . Fina lly, combining (6.13), (6.15) , 
(6.18), (6 .20), and choosing constants 6; appropriately, we arrive at 

(6.24) J 112d1: + J l'v1,12d1:dt1 ~C J ,,2d:i:clt , f ~ T. 

n n• n• 

Hence, by Gronwall's inequality, 17 = 0 in nr. 
Simultaneously, by inequality (6.11), it follows that v = 0 in n.T. This completes the proof. 
D 

Appendix 

Regularity results for parabolic systems 

We collect here the results on regularity of solutions to parabolic systems of the form 
(1.14), (1.15) which are used in the existence proof. 
Let l1 C R", n = 2 or 3, be a bounded domain. First we recall the classical result due to 
Solonnikov [10): 

Lemma A.1. Let us consider the problem 

w 1 -Qw = f Ill nr, 
(Al) wl,=o = Wu Ill n, 

w =0 on 5T_ 

. 2k 2/ Assume f E W;k•\nT), Wo E Wp - P(n), 1 < p < oo, s E c 2*+2, k E N, and 
corresponding compatibility conditions. Then there exists a unique solution to (Al) such 
that W E w;H2,*+1(nT) and 

(A2) 

with constant c depending on n, T and S. 

The next result is a generalization of the Friedman-Necas lemma [4] to the case of parabolic 
systems. 

Lemma A.2. Let us consider the problem 

w 1 - Qw = 'v · u + b 111 nT, 

(A3) wlt=U = Wo m n, 
w =0 on 5T, 
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where u = (u;j)i,j=I, ... ,n, b = (bi)i=I, ... ,n· 

Assume u E Lp(fl_T), b E Lp(n1\ 1 < p < oo, w 0 E w;-i/p(n), SE C2 . Then there 

exists a unique solution to (A3) such that w E w;•112 (f2T) and 

(A4) 

with a constant c depending on n, T and p. 

Proof. We follow the arguments of [4] where the single equation is considered. First assurne 
that n. {xn > 0}. Let ui, i = 0,1,-- · ,n be the solutions of the following auxiliary 
BVP's: 

w;-Qw; = hi in n; = {xn > 0} x (0,T), 

w;I =,5iow t=O O 
in {xn > 0}, 

(A4) wi =0 on {xn = 0} X (0, T) for 0::; i::; n - 1, 

8w" 
{xn = 0} x (0,T) for i = n, -=0 on 

8n 

where h0 = b, hi = (o-ki)k=I,- ·,n for i = 1, · · ·, n, and t5ii, i,j = 0, 1, · · ·, n is the Kronecker 
delta. Then 

satisfies 

n a i 

w =wo+ I: a: 
i=l I 

w 1 - Qw = "v · u + b in {xn > O} x (0, T), 

wjt=O = Wo in {xn > O}, 

w = 0 on {xn = 0} x (0, T). 

By virtue of Lemma A.1 we have the existence and uniqueness of solutions to problems 
(A4) for i = 0, 1, • • •, n, and the estimates 

Hence 
n 

llwllw;·'''(n;) ::; c(L llhillL,(11;) + llwollw;-'''(n./ 
i=O 

By the regularizer technique we conclude the existence of solution to (A3) 111 nr and 
estimate (A4) . D 

In case the right-hand side of (Al) belongs to spaces with fractional derivatives with 
respect to time the following lemma can be proved by using methods from [6]. 
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Lemma A.3. Let us consider problem (Al). Assume f E Wpk,k/2(!:lr), 

Wo E w;+2- 2/P( fl) , k E N, 1 < p < oo, s E ck+2, and appropriate compatihility 
conditions. 

Then there exists a unique solution to problem (Al) such that w E w:+ 2,k/2+'(f2T) and 

with a constant c depending on fl, T and S. 
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