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Eddy viscosity models in turbulent shear flows<*> 

Notations 

H. I. ANDERSSON (TRONDHEIM) 

INCORPORATION of algebraic eddy viscosity models in numerical schemes is considered, and pro
blems arising from typical mixing length models are discussed. An explicit model for two-dimen
sional duct flow is derived, and the model is compared with existing models. The computed 
velocity profiles for fully developed flow correspond favourably with experimental results. 

Rozwazono uwzgl~dnienie algebraicznych modeli lepko8ci wirowej w schematach obliczenio
wych. Wyprowadzono jawn~ postac modelu dwuwymiarowego przeplywu w kanale i przepro
wadzono por6wnanie ze znanymi modelami zjawiska. Obliczone profile pr~dko8ci dla rozwini~
tych przeplyw6w wykazuj~ dobr~ zgodnosc z wynikami doswiadczen. 

PaccMoTpeH yqeT a.Tire6paHqeCI<HX Mo,AeneH: BHXpeBoH: BJI3KOCTH B pacqeTHhiX cxeMax. Bhi
Be,AeH JIBHhiH BU:,A ,AByMepHOH MO,AeJIU: reqeHHJI B K8Ha.Tie H npoBe,AeHO cpaBHeHHe C H3BeCT
J.lhiMH Mo,AeJIJIMH JIBJieHWI. Bhi~CJieHHbie npo<t>u:nu: CKopOCTH MJI paaaepHyTbiX TeqeHHii 
xopomo coana,AaroT c peayJILTaTaMH 3KcnepHMeHToB. 

a parameter in Pai's velocity profile, 
A, A+ parameter in van Driest's damping function, 

c constant in logarithmic velocity profile, 
f body force, 
h flow depth, channel half-width or pipe radius, 

h0 upstream value of h, 
I mixing length, 

m parameter in Pai 's velocity profile, 
p pressure, 

Re = u(h)h/v, 

ReT = uTh/v, 
u, u' mean and fluctuating streamwise velocity, 

uo upstream value of u(h), 

uT shear velocity, 
U freestream velocity or u(h), 

v, v' mean and fluctuating cross-stream velocity, 
V velocity scale, 
x streamwise coordinate, 
y cross-stream coordinate. 

Greek symbols 

tX constant in turbulence model, 
fJ constant in turbulence model, 

(*) Paper accepted for presentation at the XVII Biennial Fluid Dynamics Symposium in Sobieszewo 
in Poland, September 2-6, 1985. 
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1. Introduction 

<5* displacement thickness, 
e eddy viscosity, 

e1, e0 inner and outer region eddy viscosities, 
x von Karman constant, 
A. dimensionless function in turbulence models, 

fJ- dynamic viscosity, 
v kinematic viscosity, 
(! density, 

r, rw shear stress and wall shear stress. 

H. I. ANDERSSON 

THE MOST common approaches to turbulence modelling are based on the classical eddy 
viscosity concept in which the turbulent shear stress is related to the rate of mean strain 
through an apparent turbulent viscosity. Even with the very simplest choice for this so
called eddy viscosity, i.e. a constant value throughout the flow field, interesting information 
may in some cases be extracted from numerical calculations, e.g. [7, 9]. 

In the present paper, however, turbulent shear flows will be considered, in which the 
cross-stream variation of the eddy viscosity cannot be neglected. In the first part of the 
paper, algebraic models for the eddy viscosity based on the mixing-length concept are 
considered. Some numerical results for a hydraulic-like thin shear-layer flow are presented, 
and numerical difficulties arising from the actual formulation of the eddy viscosity will 
be discussed. 

In the second part of the paper, we consider a quite different approach devised by 
VAN DRIEST [17] for zero pressure gradient boundary layer flow. By assuming an explicit 
mixing-length model for the eddy viscosity, the velocity gradient can be obtained from the 
total shear stress distribution across the shear layer. Then it follows from the shear stress 
distribution that the eddy viscosity ·becomes an explicit function of the cross-stream coor
dinate only, and the resulting model does not depend explicitly on the cross-stream velocity 
g·radient. 

Following the basic arguments of VAN DRIEST [17], an explicit formula for the eddy 
viscosity can be derived, which exactly corresponds with the linear shear stress distribution 
in fully developed two-dimensional Poiseuille flow. Finally, the resulting formula will 
be compared with other algebraic models and data from the experimental investigation 
of HUSSAIN and REYNOLDS [10]. 

2. Reynolds stresses and eddy viscosity 

We consider a two-dimensional steady flow with constant fluid properties. For bound
ary layers, or thin shear-layers, in which there exists a predominant direction of flow 
and with diffusion much larger in the cross-stream direction, the total shear stress in the 
Reynolds averaged streamwise momentum equation becomes 

(2.1) 
au --

7: =flay -eu'v'. 
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Here the velocity fluctuations u', v' denote the instantaneous deviations from the mean 
velocity components u, v. The bar represents the average of fluctuating quantities, and 
x, y are coordinates in the streamwise and cross-stream directions, respectively. 

The Reynolds stress tensor - eu'v' represents the exchange of momentum between the 
turbulence and the mean flow. According to a classical approach suggested by Boussinesq, 
the unknown Reynolds stress is linearly related to the gradient of the mean flow, i.e. 

(2.2) 
-,-, au 

-euv = (!8 oy. 

Here 8 is the turbulent exchange coefficient for momentum, which is called turbulent 
or eddy viscosity. By contrast with the molecular viscosity p, in Eq. (2.1), however, the eddy 
viscosity is not a fluid property but depends on the local flow conditions and the state 
of turbulence. 

3. Thin shear-layer momentum equation 

Utilizing the eddy viscosity hypothesis (2.2), the Reynolds averaged streamwise momen
tum equation is commonly written as 

(3.1) u~~ +v ~; =- ~ ~ ~~ +/+• :y l(l+ :) ~;]. 
The constant kinematic viscosity p,fe has been denoted by v, andfmay represent an applied 
body force per unit mass of the fluid. 

In order to solve the mean flow equation (3.1), the eddy viscosity must be known. 
The very simplest approximation of the turbulent effects on the mean flow can be achieved 
by assuming e to be equal to the molecular viscosity multiplied by some constant factor, 
i.e. 

(3.2) 
8 

-=constant, 
'V 

the constant being typically of the order 102
• Nevertheless, by using this crude approxima

tion, interesting information can in some cases be extracted from numerical calculations, 
as demonstrated recently by HANSON, SUMMERS and WILSON [7] and HIRT [9]. 

From the numerical point of view, the constant eddy-viscosity approach (3.2) does not 
require _any modifications of computer codes designated for laminar flow calculations. 
The only implication of the turbulence is the increased effective diffusivity (v + 8 ), which 
in general quenches instabilities arising from diffusion-like truncation errors, see e.g. 
HIRT [8]. 

For shear layers in the vicinity of solid walls, however, the cross-stream,variation of the 
eddy-viscosity is significant, and a more appropriate model for 8 should be selected. 
Either the eddy-viscosity is obtained from an algebraic model, or by solving some additional 
turbulence transport equations, the resulting spatial variation of the effective diffusivity 
in Eq. (3.1) may give rise to numerical difficulties. This willl be exemplified in the following 
section by means of some simple models based on the mixing-length concept. 

http://rcin.org.pl



542 H. I. ANDERSSON 

4. Mixing-length models 

Numerous algebraic models for the eddy viscosity are based on the mixing-length 

hypothesis introduced by PRANDTL [13]. He described the variation of the eddy viscosity 

by postulating its proportionality to the local values of the turbulent length scale I and the 

mean value V of the fluctuating velocities. He furthermore assumed that V should be 
related to the local mean velocity gradient through this length scale, i.e. 

(4.1) G = IV, v = lloufoyl. 

The turbulent length scale /, i.e. the mixing length, is usually of the same order as the cross
stream length scale of the mean flow. By adopting the mixing-length hypothesis (4.l), 

an empirical model for /, rather than for t:, must be selected. 

4.1. Cebeci and Chang model 

Among the most popular mixing-length formulations is the model derived by VAN 

DRIEST [17]. The resulting expression for the eddy viscosity becomes 

(4.2) e = [1-exp(-y/A))2 f21 ~;I· 
The term in the square brackets accounts for the damping effect of the thin viscous sublayer 
close to the wall, so that the mixing length I= xy outside the viscous shear layer is effectively 
modified near the wall. The damping constant A in Eq. (4.2) can be expressed as 

(4.3) 

where 

(4.4) 

is the friction or shear velocity, Tw is the wall friction, and the dimensionless constant 
A+ = 26. 

VAN DRIEST's analysis [17] was restricted to zero pressure gradient boundary layer 

flows, for which the linear relation I= xy is a reasonable assumption. In the numerical 

analyses of developing turbulent flows in ducts, however, CEBECI and CHANG [4] and 

CEBECI [3] used 

(4.5) 

in the fully developed flow region. This mixing-length formulation was obtained by NI

KURADSE [11] for turbulent pipe flow, h being the radius of the pipe. If applied to a plane 

duct, however, h denotes the half width of the duct. It should be noticed that 

(4.6) _!_ ~ {0.40 ( n -0.44( ~ r. 
h 0.14 

y ~ h, 

y=h 

so that the linear relation I= xy is recovered from Eq. (4.5) near the wall, the von Karmim 
constant x being equal to 0.40. 
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4.2. Modified Cebeci and Smith model 

Near the entrance of a pipe, the shear layers develop in the region close to the wall, 
and the inviscid core region is slightly accelerated. In this entrance region, CEBECI and 
CHANG [4] used the well-known two-layer model: 

ct = [1- exp(- yjA)]l(xy)2 1~u I, 
~.7) yl 

co = ct. 6*. u 
due to CEBECI and SMITH [5]. They regarded the turbulent shear layer as a composite layer 
characterized by an inner and outer region, so that the inner region model e; should be 
matched with the outer region model e0 by the requirement of continuity in c. The constant 
outer region model ( 4. 7h is expressed in terms of the displacement thickness 6* and the 
velocity U at the outer edge of the shear layer, and a is an empirical constant. 

The inner region model (4.7)1 exhibits the same form as Eq. (4.2). However, in order 
to avoid the explicit appearance of the velocity gradient, the latter can be derived from 
the well-established logarithmic velocity profile 

(4.8) u(y) = _!_In ( yu-r ) +c. 
UT " v 

Thus ANDERSSON [1] replaced the Cebeci and Smith model defined by Eqs. (4.7) with the 
modified set of model equations: 

c; = [1-exp(-y/A)]lxyu-r, 
(4.9) 

c0 = (Jhu-r. 

In accordance with the first part of Prandtl's mixing-length hypothesis, Eq. (4.1), the outer 
region model (4.9h exhibits proportionality to a velocity scale and a length scale. However, 
instead of relating the velocity scale to the gradient of the mean flow, we simply take 
V = 0.5u0 while the length scale I is set equal to 0.14 h, i.e. the value of the mixing-length 
(4.5) on the symmetry line. Thus the dimensionless constant (3 becomes equal to 0.07. 
Taking into account the fact that the damping factor in Eq. (4.9)1 vanishes for yul:fv ~ A+, 
the position at which c; becomes equal to c0 is readily found as y ~ h{Jfx = O.l15h. 

4.3. Numerical results for hydraulic-like thin shear-layer flow 

In a recent numerical investigation of the decelerating supercritical hydraulic flow 
along an inclined bed, ANDERSSON [l] employed the Cebeci and Chang model as well as 
the modified Cebeci and Smith model for the eddy viscosity. The numerical solutions were 
obtained using a parabolic finite-difference scheme, starting the calculations at x = 0 
by specifying the two-parameter profile 

(4.10) u(y) = 1-a (1- L)2

- (1-a) (1- L)2

m 
u(h) h h 

derived by PAI [12]. Comparing with experimental data for fully developed plane channel 
flow, Pai estimated that m = 16 and a = 0.33. In order to simulate a rather undeveloped 
upstream velocity profile, however, a was taken as 0.05 in Refs. [1, 2]. 
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FIG. 1. Velocity profiles for supercritical hydraulic flow, ReT= 1005. Cebeci and Chang model. 
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y 0 

FIG. 2. Velo~ity profiles for supe~critical hydraulic flow, ReT= 1005. Modified Cebeci and Smith model. 
The symbols are defined in Fig. 1. 

Predicted cross-stream velocity profiles are displayed in Fig. 1 and 2 for a flow with 
the Reynolds number Re = u(h)h/v based on the surface velocity u(h) being equal to 
3.31 · 104 at the upstream end of the incline. The corresponding Reynolds number based 
on the shear velocity can be derived from Eq. (4.10) as 

(4.11) ReT= uTh = y2[a+m(l-a)]Re, 
'J) 

which becomes ReT = 1005 for the actual choice of parameters. 
By using the Cebeci and Chang mixing-length model, Eqs. (4.2) and (4.5), the erratic 

velocity profiles in Fig. 1 were obtained. These profiles clearly demonstrate the problems 
which may arise as a turbulence model is introduced in a numerical scheme. In the present 
case the remedy was to replace the Cebeci and Chang model with the modified Cebeci and 
Smith model defined by Eqs. (4.9). For the same set of parameters as in Fig. 1, smooth 
profiles were obtained at the various streamwise positions, some of which are shown 
in Fig. 2. 

This dramatic improvement in the results is related to the particular form of the models 
considered. More specifically, the product of the increasing function P and the strongly 
decreasing velocity gradient oufoy in Eq. (4.2) may result in a more or less pronounced 
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peak in the eddy viscosity profile. For instance, the eddy viscosity distribution derived 
from the Cebeci and Chang model exhibits a pronounced peak close to the wall, as shown 
in Fig. 3. The velocity profiles in Fig. 1 thus demonstrate how the irregularities caused by 
this peak are diffused over the cross-section as the solution is marched in the downstream 
direction. 

80.-----.------.------~----~----~ 

E/V 
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I . 
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I 
I 

I~ 

OL-----~-----L------~----~----~ 
0 0.4 0.8 

FIG. 3. Eddy viscosity profiles, ReT = 1005. 1- Cebeci and Chang model, Eqs. (4.2) and (4.5); 2- modi
fied Cebeci and Smith model, Eq. (4.9). 

In present section we have shown the sometimes crucial effect of the explicit dependence 
on the velocity gradient which is exhibited by most mixing-length models. By a simple 
reformulation of the turbulence model, this problem was easily eliminated. 

5. Eddy viscosity models 

In the (amous paper by VAN DRIEST [17] an explicit formula for the eddy viscosity 
distribution across a turbulent boundary layer was derived. By assuming the total shear 
stress to be constant near the wall, the sometimes problematic velocity gradient could 
be eliminated, and an algebraic relation forB as function of the distance from the wall, y, 
could be derived. The underlying assumption in van Driest's analysis, i.e. the total shear 
stress being a constant, is a reasonable approximation in the inner part of a zero pressure 
gradient boundary layer flow. In the present section, however, van Driest's analysis is 
carried over to confined flows in which the total shear decreases from the wall towards 
the center of the duct. 

4 Arch. Mech. Stos. nr 5-6/86 

http://rcin.org.pl



546 H. I. ANDERSSON 

5.1. Present formulation for duct flow 

For fully developed two-dimensional duct flow, the total shear stress is a linearly 
decreasing function, according to the dimensionless relation 

(5.1) (I + : ) ~~ = (I - Y) Re, 
which can be derived as the integrated form of the momentum equation (3.1). In Eq. (5.1), 
however, we have introduced the dimensionless variables 

(5.2) u = ufun Y = yfh. 

It should be noted that Eq. (5.1) applies for pressure-driven flow in a plane channel, i.e. 
Poiseuille flow, as well as for pipe flow. In both cases h denotes the distance from the 
symmetry line to the walls. 

Now, a proper model fore must be selected, and the Ceb~ci and Chang model is adopted 
in the present investigation. CBBBCI [3] and CBBECI and CHANG [4] used the model equations 
(4.2) and (4.5) for the entire shear layer in the fully developed region of a turbulent pipe 
flow. However, while Cebeci and Chang incorporated the eddy viscosity model in their 
numerical scheme, we solve Eq. (5.1) directly for the velocity gradient, i.e. 

(5.3) 
au 2(1 - .Y) Rel" 
a_y = 1+y1+4A 

where A is a dimensionless function of the distance from the wall and of the mixing length. 
Here A can be expressed in terms of the dimensionless coordinate y or, alternatively, in 
terms of the inner variable y+ = yul" fv = y Rel", i.e. 

(5.4) A= [1-exp(-yRel"jA+)]2i2Re;(l-y) = [1-exp(-y+jA+)]2J+ 2 • (1-y+Re;- 1), 

where 1 = 1/h and[+ = lul" fv = iRe~". With the velocity gradient across the she~r layer 
given analytically by Eq. (5.3), the shear stress distribution (5.1) can be solved for the eddy 
viscosity to give 

(5.5) _!___ = t[JI1+4A-I]. , 
Thus the eddy viscosity becomes an explicit function of th~ cross-stream coordinate, the 
Reynolds number being a parameter in the model. 

It should be noted that Eq. (5.5) can be approximated as 

(5.6) { 
A for A~ 1, 

: ~ yi for A~ 1 

for small and large values of A, respectively. The latter approximation which applies away 
from the walls can,.. be rewritten as 

(5.7) _e_ = efv ~ /(1-y)t. 
ul"h Re~" 

This rescaling reveals that the dimensionless eddy viscosity becomes an explicit function
of y over the main part of the shear layer. 
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5.2. Models of Reichardt and van Driest 

VAN DRIEST [17] derived an explicit formula for the eddy viscosity in a turbulent bound
ary layer by assuming the total shear stress to be constant near the wall. The resulting 
formula takes the same form as Eq. (5.5), the dimensionless function A. being 

(5.8) A. = [1-exp(-y+ jA+)]2(uy+) 2 

because the linear relation l + = uy+ was employed for the mixing length distribution. 
A common feature of van Driest's formula and the present model is that both are 

derived analytically from the momentum equation by using an algebraic model for the 
mixing-length. REICHARDT [14], on the other hand, showed that experimental data can 
be fitted by the expression 

(5.9) 

This formula closely approximates the observed variation of e across the duct, except in 
the vicinity of the walls. 

According to HussAIN and REYNOLDS [10], the empirical formula (5.9) due to Rei
chardt was extended by CEss [6] to include the near-wall region. The• Cess expression for 
duct flow cited in [10], however, obviously suffers from misprints. This is easily seen by the 
fact that e vanishes at y = yf- 2 ~ 0.646. Accordingly, we resort to the calculated curves 
presented in [10] for comparative use in the present paper. 

5.3. Comparisons and discussions 

First of all we reconsidered the two models compared in Fig. 3. Eddy viscosity curves 
for ReT = 520 are displayed in Fig. 4. This particular Reynolds number corresponds 

a 
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FIG. 4. Various eddy viscosity curves obtained for ReT = 520. a) 1- Cebeci and Chang model, Eqs. (4.2) 
and (4.5), 2- modified Cebeci and Smith model, Eq. (4.9); b) 3- REICHARDT [14], Eq. (5.9), 4- VAN 

DRIEST [17], Eqs. (5.5) and (5.8), 5- present formula, Eqs. (5.5) and (5.4). 

4* 
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to the case for which PAI [12] estimated the parameters m and a in the velocity profile 
(4 . .10) to be 16 and 0.33, respectively. Figure 4a demonstrates that the extreme behaviour 
of the Cebeci-Chang model exhibited in Fig. 3 has disappeared, and only a modest bulging 
of the profile remains in the near wall region. Figure 4b shows that the present formula is 
fairly close to the curve-fit polynomial (5.9) due to REICHARDT [14]. At the centerline, 
however, any model based on the mixing length hypothesis (4.1) due to PRANDTL [13], 
has to give e = 0 because of the vanishing velocity gradient at the symmetry line. 

The model derived by VAN DRIEST [17] is observed to approach the present model 
as y tends to zero, while very large turbulent viscosities are predicted away from the wall 
region. In their numerical investigations of duct flows, TAYLOR et a/. [15, 16] used the 
van Driest formula in the near wall region, i.e. for 0 < y < 0.158, and took the eddy 
viscosity to be constant over the remaining part of the cross-section. To employ the van 
Driest model in the near wall region is obviously a quite good approximation, even for 
confined flows. However, to represent the eddy viscosity by a constant value throughout 
the region 0.158 < y < 1.0 seems to be a rough approximation, the value of efv at y = 

== 0.158 being slightly below 30. • 
The present eddy viscosity model is also compared with results from the comprehensive 

experimental investigation by HussAIN and REYNOLDS [10]. They obtained the eddy visco
sity profiles shown in Figs. 5 and 6 from Eq. (5.1) by using experimental data for the mean 
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FIG. 5. Eddy viscosity profiles compared with experimental data (symbols) of HUSSAIN and REYNOLDS [10]. 
a) cross-section, b) wall region. Broken line denotes Cess-formula cited in [10]. Solid line denotes present 

model, Eqs. (S.4) and (5.5). 

velocity profiles. The curves corresponding to the Cess formula are taken from Ref. [10]. 
It is observed from Fig. 5b that both formulations deviate from the experimental data 
in the near wall region. However, for y < 0.7 the present model compares more favour
ably to the experimental results than does the Cess formula. 
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FIG. 6. Eddy viscosity profiles compared with experimental data (symbols) of HussAIN and REYNOLDS [10] 
for ReT= 640, 1013 and 1363.1-R.EICHARDT [14], Eq. (5.9), 2-present approximate formula, Eq. (5.7). 

By rescaling the data in Fig. 5, Hussain and Reynolds obtained an eddy viscosity 
distribution which is apparently independent of the Reynolds number away from the 
wall, as shown in Fig. 6. This Reynolds number independence is consistent with the present 
approximate model (5.7), as well as the curve-fit (5.9) due to REICHARDT [14]. While the 
outer part of the modified Cebeci and Smith model (4.9h gives efuTh = {3 = 0.07, the 
maximum value obtained from Eq. (5.7) is slightly above 0.08 and fairly close to the 
experimental data in Fig. 6. 

Finally, in order to see if the present eddy viscosity formulation is consistent with 
a proper velocity profile, Eq. (5.3) was integrated numerically from the wall to the center
line. Figure 7 shows that the resulting velocity profile for ReT = 640 is close to u = y+ 
near the wall, and approximates the logarithmic law ( 4.8) for y+ ~ 30. Near the centerline, 
a slight wake-like form is exhibited. Furthermore, the predicted profiles shown in Fig. 8 
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F1o. 7. Mean velocity distribution as calculated by Eq. (5.3) (solid line) compared with experimental data 
'(symbols) of HUSSAIN and REYNOLDS [10). 
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FIG. 8. Mean velocity distribution near the wall as calculated by Eq. (5.3) (solid lines) compared with experi
mental data of HUSSAIN and REYNOLDS [10]. 

exhibit the same Reynolds number dependence in the near wall region as the measured 
mean velocity distributions. 

A common feature of all models based on the mixing-length concept is that the resulting 
eddy viscosity necessarily tends to zero value at the centerline, while experimental evidence, 
(Fig. 6), indicates that efu-rh is about 0.07 as y tends to 1. Previous numerical analyses, 
however, have indicated that the value of e near the centerline is not crucial for the solution. 
For instance, CEBBCI and CHANG [4] and CEBECI [3] employed the Cebeci and Chang 
model, and obtained reasonable results in spite of the vanishing eat the centerline. However, 
a consequence of the vanishing eddy viscosity is the drastic reduction of the effective 
diffusivity in the momentum equation (3.1). According to the heuristic stability analysis 
of HIRT [8], the restriction imposed on the time step in any explicit numerical solution 
method depends crucially on the effective viscosity. It is therefore suggested that the influ
ence of the actual model on the numerical stability should be investigated. 

6. Conclusions 

It has been demonstrated that problems may arise from algebraic eddy viscosity models 
which explicitly depend on the cross-stream velocity gradient. An alternative formulation 
which exactly fits to the momentum equation, has been derived by extending van Driest's 
analysis to fully developed pressure-driven duct flows. The resulting model for the eddy 
. viscosity is implicitly based ?n a mixing-length formulation, but differs from the usual 
mixing-length models in that the velocity gradient auf ay has been eliminated. Profiles 
of eddy viscosity and mean velocity obtained by using well-established values for the model 
constants, compare favourably with experimental results over most of the cross-section. 
The observed deviation in the a-distribution near the symmetry line is supposed to be 
immaterial for the resulting mean velocity profiles. 
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