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#### Abstract

In the paper we consider a new variant of the genetic algorithm for finding the location and size of small holes in the domain, in which the coupled linear and non-linear boundary value problems are defined. The linear and non-linear parts are connected by the transmission condition on on the common boundary. The expansion of the shape functional for non-linear part and the expansion of Steklov-Poincaré operator for linear part are provided in order to determine the form of topological derivative for the coupled model. The value of topological derivative is then used for computing the probability density applied later in generating location of holes by the genetic algorithm.
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## 1 Introduction

In the paper we investigate the design problems for a coupled model, where one part is a structure modelled by a linear equation or system of equations, and the remaining part is a structure which is modelled by non-linear equations e.g. of the Navier-Stokes type. As an example we can consider a fluid-structure or a gas-structure interaction, another example constitutes the identification of inclusions in coupled models. It means that the computational domain is divided into two or more parts with some interface conditions (interaction conditions) on the common boundaries. The problem under investigations is the optimal design of the elastic or linear part. We employ the domain decomposition technique in order to split the coupled model into separate parts. The interaction of these parts in both domains is modelled by the appropriate Steklov-Poincaré non-local boundary operator, which can be defined for the linear part and inciudes the information about the design in its interior. It means that we can apply the asymptotic analysis for decoupled elliptic boundary value problems and determine topological derivatives for shape functionals of interest.

The Steklov-Poincaré operators appear in boundary conditions of the fluid or gas (non-linear) models in the second sub-domain. This transmission of
the behavior of the linear part to the non-linear part allows us to apply the tools of shape and topology design to the coupled models. For example, if the non-linear part represents the compressible Navier-Stokes equation, we may use recent results concerning its shape optimization, see [25].

We start with a simple scalar model, for which the topological derivative is determined and numerically tested. The test consists in using the values of these derivative in order to accelerate the convergence of the genetic algorithm, which is used for finding the location of one or two holes inside the part of the domain described by the linear model, but on the basis of measurements conducted in the surrounding non-linear medium. Such combination of genetic algorithm and topological derivative seems to be new.

## 2 Problem formulation

Let $D$ and $\omega$ be two bounded domains in $\mathbb{R}^{2}$ with the smooth boundaries $\partial \omega$ and $\Gamma=\partial D$. We suppose that $D=\Omega \cup \omega$ has a geometry presented in Fig.1, where $\Omega=D \backslash \bar{\omega}$, such that $\partial \Omega=\Gamma \cup \partial \omega$. In the domain $D$ we consider the
following non-linear boundary value problem for a fixed function $\varphi$ :

$$
\begin{align*}
-\Delta U(x) & =F(x, U(x)), \quad x \in D, \\
U(x) & =0, \quad x \in \Gamma,  \tag{1}\\
U(x)=\varphi(x), \partial_{n} U(x) & =\partial_{n} \varphi(x), \quad x \in \partial \omega .
\end{align*}
$$

The function $F(x, U(x))$ is defined as follows

$$
F(x, U(x))= \begin{cases}-U^{3}(x)+f(x), & x \in \Omega  \tag{2}\\ 0, & x \in \omega\end{cases}
$$

where $f$ is a constant or linear function. The boundary condition on the common boundary $\partial \omega$ constitutes the so-called transmission condition.


Figure 1: Domain $\Omega \cup \omega$.

Next we introduce a small perturbation in the domain $\omega$ by creating a small hole $B_{\varepsilon}$ at the point $\mathcal{O}$, chosen, without loss of generality, at the origin,
see Fig. 2.


Figure 2: Domain $\Omega$ and $\omega_{\varepsilon}=\omega \backslash \bar{B}_{\varepsilon}$.

We denote

$$
\begin{align*}
\omega_{\varepsilon} & =\omega \backslash \bar{B}_{\varepsilon}  \tag{3}\\
\partial \omega_{\varepsilon} & =\partial \omega \cup \partial B_{\varepsilon} \tag{4}
\end{align*}
$$

The problem (1) can then be defined in the perturbed domain as follows:

$$
\begin{align*}
-\Delta U_{\varepsilon}(x) & =F\left(x, U_{\varepsilon}(x)\right), \quad x \in D \backslash \bar{B}_{\varepsilon}, \\
U_{\varepsilon}(x) & =0, \quad x \in \Gamma,  \tag{5}\\
U_{\varepsilon}(x)=\varphi(x), \partial_{n} U_{\varepsilon}(x) & =\partial_{\pi} \varphi(x), \quad x \in \partial \omega, \\
\partial_{n} U_{\varepsilon}(x) & =0, \quad x \in \partial B_{\varepsilon}
\end{align*}
$$

where $\varphi$ is a fixed function, $F\left(x, U_{\varepsilon}(x)\right)$ is defined by:

$$
F\left(x, U_{\varepsilon}(x)\right)=\left\{\begin{align*}
-U_{\varepsilon}^{3}(x)+f(x), & x \in \Omega  \tag{6}\\
0, & x \in \omega_{\varepsilon}
\end{align*}\right.
$$

and $f$ is the same as in (6).
According to $[7,6]$ we can rewrite the condition in (5) using the SteklovPoincaré operator $\mathcal{A}_{\varepsilon}$ defined below in the domain $\omega_{\varepsilon}$. The operator $\mathcal{A}_{\varepsilon}$ is a mapping of $H^{1 / 2}(\partial \omega) \rightarrow H^{-1 / 2}(\partial \omega)$. It means that for each function $\varphi \in H^{1 / 2}(\partial \omega)$ we have

$$
\begin{equation*}
\mathcal{A}_{\varepsilon}: \varphi \in H^{1 / 2}(\partial \omega) \longrightarrow \partial_{n} U_{\varepsilon} \in H^{-1 / 2}(\partial \omega) \tag{7}
\end{equation*}
$$

The problem (5) can then be rewritten as follows:

$$
\begin{align*}
-\Delta U_{\varepsilon}(x) & =F\left(x, U_{\varepsilon}(x)\right), \quad x \in D \backslash \bar{B}_{\varepsilon}, \\
U_{\varepsilon}(x) & =0, \quad x \in \Gamma,  \tag{8}\\
\partial_{n} U_{\varepsilon}(x) & =\mathcal{A}_{\varepsilon}\left(U_{\varepsilon}(x)\right), \quad x \in \partial \omega, \\
\partial_{n} U_{\varepsilon}(x) & =0, \quad x \in \partial B_{\varepsilon}
\end{align*}
$$

with the function $F$ defined as in (6).

## 3 Expansion of the Steklov-Poincaré operator

In order to find the form of the topological derivative, we have to determine the approximation of the operator

$$
\mathcal{A}_{\varepsilon}: H^{1 / 2}(\partial \omega) \rightarrow H^{-1 / 2}(\partial \omega) \text { on } \partial \omega .
$$

To this goal we consider both linear and non-linear problems separately. In the domain $\Omega$ we have the following non-linear problem

$$
\begin{align*}
-\Delta v_{\varepsilon}(x)+v_{\varepsilon}^{3}(x) & =f(x), \quad x \in \Omega \\
v_{\varepsilon}(x) & =0, \quad x \in \Gamma  \tag{9}\\
\partial_{n} v_{\varepsilon}(x) & =\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}(x)\right), \quad x \in \partial \omega
\end{align*}
$$

The Steklov-Poincaré operator is defined using the linear boundary value problem. If in the domain $\omega_{\varepsilon}$ we have

$$
\begin{align*}
-\Delta u_{\varepsilon}(x) & =0, \quad x \in \omega_{\varepsilon} \\
u_{\varepsilon}(x) & =\varphi(x), \quad x \in \partial \omega  \tag{10}\\
\partial_{n} u_{\varepsilon}(x) & =0, \quad x \in \partial B_{\varepsilon}
\end{align*}
$$

then $\mathcal{A}_{\varepsilon}(\varphi)=\partial_{\pi} u_{\epsilon}$.

From (10) we may immediately compute the corresponding energy functional

$$
\begin{align*}
0=-\int_{\omega_{\varepsilon}} \Delta u_{\epsilon} \cdot u_{\varepsilon} d x & =\int_{\omega_{\epsilon}}\left|\nabla u_{\varepsilon}\right|^{2} d x-\int_{\partial \omega} \partial_{n} u_{\varepsilon} \cdot u_{\varepsilon} d x  \tag{11}\\
& =\int_{\omega_{\varepsilon}}\left|\nabla u_{\varepsilon}\right|^{2} d x-\int_{\partial \omega} \mathcal{A}_{\varepsilon}(\varphi) \cdot \varphi d x
\end{align*}
$$

Thus the Steklov-Poincare operator on the common boundary $\partial \omega$ allows us to compute the energy functional in the domain $\omega_{\epsilon}$.

$$
\begin{equation*}
\int_{\omega_{\varepsilon}}\left|\nabla u_{\varepsilon}\right|^{2} d x=\int_{\partial \omega} \mathcal{A}_{\varepsilon}(\varphi) \cdot \varphi d x \tag{12}
\end{equation*}
$$

for each function $\varphi \in H^{-1 / 2}(\partial \omega)$. Since the operator $\mathcal{A}_{\varepsilon}$ is symmetric, we can also write the energy as:

$$
\begin{equation*}
\int_{\omega_{\varepsilon}}\left|\nabla u_{\varepsilon}\right|^{2} d x=\left\langle\mathcal{A}_{\varepsilon}(\varphi), \varphi\right\rangle_{\left(H^{-1 / 2} \times H^{1 / 2}\right)(\partial \omega)} \tag{13}
\end{equation*}
$$

The topological asymptotic expansion for the energy functional can be written in the following way $[8,26]$ :

$$
\begin{equation*}
\int_{\omega_{\varepsilon}}\left|\nabla u_{\varepsilon}\right|^{2} d x=\int_{\omega}|\nabla u|^{2} d x-2 \pi \varepsilon^{2}|\nabla u(\mathcal{O})|^{2}+o\left(\varepsilon^{2}\right) \tag{14}
\end{equation*}
$$

where $u$ is the solution to the linear problem (10) for $\varepsilon=0$ defined in the unperturbed domain $\omega$. Thus, according to $[7,3]$ we have the following expansion of the Steklov-Poincare operator:

$$
\begin{equation*}
\mathcal{A}_{\varepsilon}=\mathcal{A}+\varepsilon^{2} \mathcal{B}+o\left(\varepsilon^{2}\right) \tag{15}
\end{equation*}
$$

in the operator norm $\mathcal{L}\left(H^{1 / 2}(\partial \omega) ; H^{-1 / 2}(\partial \omega)\right)$, and, by the symmetry of the operator this expansion can also be written in the following way:

$$
\begin{equation*}
\left\langle\mathcal{A}_{\varepsilon}(\varphi), \phi\right\rangle=\langle\mathcal{A}(\varphi), \phi\rangle+\varepsilon^{2}\langle\mathcal{B}(\varphi), \phi\rangle+o\left(\varepsilon^{2}\right) . \tag{16}
\end{equation*}
$$

As a result, the first term in the asymptotic expansion of the energy functional has the form

$$
\begin{equation*}
\langle\mathcal{B}(\varphi), \phi\rangle=-2 \pi \nabla u(\mathcal{O}) \cdot \nabla u(\mathcal{O}) \tag{17}
\end{equation*}
$$

in the domain $\omega$.

## 4 Topological Derivative

Let us consider the following shape functional

$$
\begin{equation*}
J\left(v_{\varepsilon}\right)=\frac{1}{2} \int_{\Omega}\left(v_{\varepsilon}-z_{d}\right)^{2} d x \tag{18}
\end{equation*}
$$

with $v_{\varepsilon}$ the solution to the semi-linear problem (9) and $z_{d}$ a fixed target function defined in the domain $\Omega$. Let us introduce also the adjoint state, which is used usually in order to simplify the form of topological derivative:

$$
\begin{align*}
-\Delta p+3 v^{2} p & =\left(v-z_{d}\right), \quad \text { in } \Omega, \\
-\Delta p & =0, \quad \text { in } \omega  \tag{19}\\
p & =0, \quad \text { on } \Gamma,
\end{align*}
$$

where $v$ is solution to (9) for $\varepsilon=0$.

Theorem 4.1 The topological derivative of the functional $J$ has the following form:

$$
\begin{equation*}
\mathcal{T}_{\Omega}(\mathcal{O})=-\langle\mathcal{B}(v), p\rangle=2 \pi \nabla v(\mathcal{O}) \cdot \nabla p(\mathcal{O}) . \tag{20}
\end{equation*}
$$

Proof. Let us assume that the solution to the nonlinear problem (9) has the following expansion

$$
\begin{equation*}
v_{\varepsilon}(x)=v(x)+\varepsilon^{2} w(x)+\tilde{v}_{\varepsilon}(x) \cdot o\left(\varepsilon^{2}\right) \tag{21}
\end{equation*}
$$

Then from (9) we get

$$
\begin{align*}
& -\Delta\left(v+\varepsilon^{2} w\right)+\left(v+\varepsilon^{2} w\right)^{3}=f, \quad \text { in } \Omega \\
& v+\varepsilon^{2} w=0, \quad \text { on } \Gamma  \tag{22}\\
& \partial_{r}\left(v+\varepsilon^{2} w\right)=\mathcal{A}\left(v+\varepsilon^{2} w\right)+\varepsilon^{2} \mathcal{B}\left(v+\varepsilon^{2} w\right)+\ldots, \quad \text { on } \partial w
\end{align*}
$$

Since

$$
\begin{equation*}
\left(v+\varepsilon^{2} w\right)^{3}=v^{3}+3 v^{2} \varepsilon^{2} w+3 v \varepsilon^{4} w^{2}+\varepsilon^{6} w^{3} \tag{23}
\end{equation*}
$$

we get two non-linear boundary value problems. The first one comes from (22) taking into account the terms without $\varepsilon$ :

$$
\begin{align*}
-\Delta v+v^{3} & =f, \quad \text { in } \Omega, \\
v & =0, \quad \text { on } \Gamma,  \tag{24}\\
\partial_{n} v & =\mathcal{A}(v), \quad \text { on } \partial w .
\end{align*}
$$

where $v$ is solution to (9) for $\varepsilon=0$. The second one corresponds to the terms with $\varepsilon^{2}$ :

$$
\begin{align*}
-\Delta w+3 v^{2} w & =0, \quad \text { in } \Omega \\
w & =0, \quad \text { on } \Gamma,  \tag{25}\\
\partial_{n} w & =\mathcal{A}(w)+\mathcal{B}(v), \quad \text { on } \partial w .
\end{align*}
$$

As a result the shape functional depending on the solution $v_{\varepsilon}$ can be written in the following way:

$$
\begin{align*}
J\left(v_{\varepsilon}\right)=\frac{1}{2} \int_{\Omega}\left(v_{\varepsilon}-z_{d}\right)^{2} d x & =\frac{1}{2} \int_{\Omega}\left(v+\varepsilon^{2} w-z_{d}\right)^{2} d x  \tag{26}\\
& =J(v)+\varepsilon^{2} \int_{\Omega} w\left(v-z_{d}\right) d x+\ldots
\end{align*}
$$

Next we apply the adjoint state to replace the last integral and obtain:

$$
\begin{align*}
\int_{\Omega} w\left(v-z_{d}\right) d x= & \int_{\Omega} w\left(-\Delta p+3 v^{2} p\right) d x \\
= & \int_{\Omega} p\left(-\Delta w+3 v^{2} w\right) d x+\int_{\Gamma}\left(\partial_{n} w \cdot p-\partial_{n} p \cdot w d x\right. \\
& \quad-\int_{\partial \omega}\left(\partial_{n} w \cdot p-\partial_{n} p \cdot w\right) d x \\
= & \int_{\partial \omega}\left(\partial_{n} p \cdot w-\partial_{n} w \cdot p\right) d x  \tag{27}\\
= & \int_{\omega} \Delta p \cdot w d x+\int_{\omega} \nabla w \cdot \nabla p d x-\int_{\partial \omega} \partial_{n} w \cdot p d x \\
= & \int_{\omega} \nabla w \cdot \nabla p d x-\int_{\partial \omega}(\mathcal{A}(w)+\mathcal{B}(v)) p d x \\
= & \int_{\omega} \nabla w \cdot \nabla p d x-\int_{\partial_{\omega}} \mathcal{A}(w) p d x-\int_{\partial \omega} \mathcal{B}(v) p d x \\
= & -\langle\mathcal{B}(v), p\rangle=2 \pi \nabla v(\mathcal{O}) \cdot \nabla p(\mathcal{O}) .
\end{align*}
$$

## 5 Numerical Approach

The shape optimization problem considered in this section consists in finding locations and size of finite number of ball-shaped holes in the domain which mininize a certain integral functional. The standard approach would use the values of topological derivative for initial location of these holes, and then shape derivative would be applied for fine tuning their sizes and positions. Such a method is fast, but there is a danger of landing in a local optimum. The main idea of the approach proposed in this paper is to combine the
genetic algorithm (in order to avoid local optima) and continuous method using topological derivative for speeding up computations. This is illustrated by the examples based on boundary value problem described in preceding sections and cases of:

- one hole of fixed size;
- two holes of fixed sizes;

The topological derivative is used here for constructing the probability density defined on the domain in which the holes are allowed to appear. Then this density is used in the random selection of locations for the initial population of single holes or their pairs. The same probability is used to supplement the population in consecutive generations.

The approach exploiting the information supplied by topological derivative is compared to the method using exactly the same genetic algorithm, but with uniform distribution of holes locations. The performance is measured in both cases statistically over several runs.

### 5.1 Algorithm

### 5.1.1 Definition of the domain.

We define the domain $D$ as a square $\langle-1,1\rangle \times\langle-1,1\rangle$ in $\mathbb{R}^{2}$. In $D$ we define a sub-domain $\omega$ as a circle of the center at the point $\mathcal{O}=(0,0)$ and the radius $r=0.5$. Thus $D$ consists of two open sub-domains $\omega$ and $\Omega=D \backslash \bar{\omega}$, see Fig.3, with the boundaries $\Gamma=\partial D$ and $\partial \omega$.


Figure 3: Domain $D=\Omega \cup \omega$.

In the interior domain we define a linear elliptic boundary value problem as follows:

$$
\begin{align*}
-\Delta u(x) & =0, \quad x \in \omega  \tag{28}\\
u(x) & =v(x), \quad x \in \partial \omega
\end{align*}
$$

Outside the circle $\omega$, in the domain $\Omega$, we define the following semi-linear boundary value problem with the Dirichlet condition on the exterior boundary $\Gamma$ of the square and the transmission condition on the common boundary $\partial \omega$ of the circle:

$$
\begin{align*}
-\Delta v(x)+v^{3}(x) & =f(x), \quad x \in \Omega \\
v(x) & =0, \quad x \in \Gamma  \tag{29}\\
\partial_{n} v(x) & =\mathcal{A}(v(x)), \quad x \in \partial w .
\end{align*}
$$

The operator $\mathcal{A}$ is the Steklov-Poincare operator and the function $f(x)$ are given.

### 5.1.2 Solution to the non-linear and linear problems.

In order to solve numerically the coupled problem described in (28) and (29), we introduce a characteristic function $\chi$ defined as follows:

$$
\chi(\Omega)= \begin{cases}1 & x \in \Omega  \tag{30}\\ 0 & x \in \omega\end{cases}
$$

Thus, the coupled problem under consideration can be rewritten in the following way:

$$
\begin{align*}
-\Delta w(x)+\chi(\Omega) w^{3}(x) & =\chi(\Omega) f(x), \quad x \in D,  \tag{31}\\
w(x) & =0, \quad x \in \Gamma .
\end{align*}
$$

Let $\mathcal{V}(D)=\left\{v \in H_{0}^{1}(D): v=0\right.$ on $\left.\Gamma\right\}$. Multiplying (31) by a function $\varphi \in \mathcal{V}$ and integrating by parts we get the following weak formulation:

$$
\begin{align*}
& \int_{\Omega} \nabla w(x) \nabla \varphi(x) d x-\int_{\partial \omega} \frac{\partial w(x)}{\partial n_{1}} \varphi(x) d S-\int_{\omega} \nabla w(x) \nabla \varphi(x) d x \\
& \quad-\int_{\partial \omega} \frac{\partial w(x)}{\partial n_{2}} \varphi(x) d S+\int_{\Omega} w^{3}(x) \varphi(x) d x=\int_{\Omega} f(x) \varphi(x) d x, \quad \forall \varphi \in \mathcal{V}(D) . \tag{32}
\end{align*}
$$

Here we denote by $n_{1}$ the outward normal vector to $\omega$, and by $n_{2}$ the outward normal vector to $\Omega$. If we suppose that $\left.w\right|_{\Omega}=v,\left.w\right|_{\omega}=u$, then we get the following variational formulations of the nonlinear problem in the domain $\Omega$ :

$$
\left\{\begin{array}{l}
\text { Find } v(x) \text { such, that }  \tag{33}\\
\int_{\Omega} \nabla v(x) \nabla \varphi(x) d x+\int_{\Omega} v^{3}(x) \varphi(x) d x=\int_{\Omega} f(x) \varphi(x) d x \quad \forall \varphi \in \mathcal{V}(D),
\end{array}\right.
$$

with the transmission condition on the common boundary ensured by:

$$
\begin{equation*}
\int_{\partial \omega} \frac{\partial u(x)}{\partial n_{1}} \varphi(x) d S+\int_{\partial \omega} \frac{\partial v(x)}{\partial n_{2}} \varphi(x) d S=0, \tag{34}
\end{equation*}
$$

Similarly, for $u=v$ on $\partial w$ we obtain the variational formulation in the domain $\omega$ :

$$
\left\{\begin{array}{l}
\text { Find } u(x) \text { such, that } u=v \text { on } \partial \omega \text { and }  \tag{35}\\
\int_{\omega} \nabla u(x) \nabla \varphi(x) d x=0, \quad \forall \varphi \in \mathcal{V}(D)
\end{array}\right.
$$

### 5.1.3 Minimization of the shape functional.

For numerical experiments we use the tracking type shape functional with a known element $z_{d}$, so an optimal value is 0 .

In the first case we consider the instance of the single hole. Let us set $\omega_{\varepsilon}=\omega \backslash \bar{B}_{\varepsilon}\left(x_{\mathcal{O}}\right)$, where $B_{\varepsilon}\left(x_{\mathcal{O}}\right)$ is a small hole created in the interior circular domain $\omega$ at certain point $x_{0}$ and of fixed radius $\varepsilon$. Thus, $D_{\varepsilon}=\Omega \cup \omega_{\varepsilon}$ and in such domain we define a target function $z_{d}$ as a solution to the following boundary value problem:

$$
\begin{align*}
-\Delta z_{d}(x)+\chi(\Omega) z_{d}^{3}(x) & =\chi(\Omega) f(x), \quad x \in D_{\varepsilon}, \\
z_{d}(x) & =0, \quad x \in \Gamma,  \tag{36}\\
\frac{\partial z_{d}}{\partial n} & =0, \quad x \in \partial B_{\varepsilon} .
\end{align*}
$$

The cost functional that we want to minimize is of the tracking type, as mentioned above, and depends on the location $x_{0}$ of the hole:

$$
\begin{equation*}
J\left(v_{\varepsilon}\right)=\frac{1}{2} \int_{\Omega}\left(v_{\varepsilon}(x)-z_{d}(x)\right)^{2} d x \tag{37}
\end{equation*}
$$

where $v_{\varepsilon}$ is the solution to the semi-linear problem in perturbed domain

$$
\begin{align*}
-\Delta v_{\varepsilon}(x)+v_{\varepsilon}^{3}(x) & =f(x), \quad x \in \Omega \\
v_{\varepsilon}(x) & =0, \quad x \in \Gamma  \tag{38}\\
\partial_{n} v_{\varepsilon}(x) & =\mathcal{A}_{\varepsilon}\left(v_{\varepsilon}(x)\right), \quad x \in \partial w .
\end{align*}
$$

In order to minimize this shape functional we are looking for the optimal perforation of the domain $\omega$. To this end, we apply the genetic algorithm, which uses the values of topological derivative as the probability density to determine the best location of an optimal hole. For this shape functional, due to the theorem 4.1, the topological derivative is given by the following formula:

$$
\begin{equation*}
\mathcal{T}_{\Omega}(\mathcal{O})=2 \pi \nabla v(\mathcal{O}) \cdot \nabla p(\mathcal{O}) \tag{39}
\end{equation*}
$$

where $p$ is the so-called adjoint state being a solution to the following linear boundary value problem:

$$
\begin{align*}
-\Delta p(x)+3 v^{2} p(x) & =\left(v(x)-z_{d}(x)\right), \quad x \in \Omega \\
-\Delta p(x) & =0, \quad x \in \omega  \tag{40}\\
p(x) & =0, \quad x \in \Gamma,
\end{align*}
$$

All numerical computations were performed using Matlab and its PDE toolbox. In particular, the triangulation of intact and perforated domains was done using the built-in procedures. The domain is divided into $M$ triangles represented by the matrix $T=\left[t_{i j}\right], i=1, \ldots, M, j=1,2,3$, where $t_{i{ }_{i}}$ denote labels of points constituting vertices of the $i$-th triangle. The number of vertices is denoted by $N$. The boundary value problems were solved using linear finite elements. If we suppose that $\mathcal{T}_{n}$ is the value of the topological
derivative at the node $n, n=1, \ldots, N$, and $v_{n}, p_{n}$ are the values of solutions to the boundary value problems (38), (39) respectively, then formula (39) can be rewritten in the discrete domain as follows

$$
\begin{equation*}
\mathcal{T}_{n}=2 \pi \nabla v_{n} \cdot \nabla p_{n} . \tag{41}
\end{equation*}
$$

The probability density function associated with the topological derivative $\mathcal{T}_{n}$ is defined in the discrete domain in the following way. Let $\mathcal{T}_{\text {max }}=$ $\max _{n=1, \ldots, N} \mathcal{T}_{n}$ and let $K_{n}=\mathcal{T}_{\text {max }}-\mathcal{T}_{n}$, for $n=1, \ldots, N$. Then the value $\mathcal{P}_{n}$ of the probability density function at the node $n$ is given by the following formula

$$
\begin{equation*}
\mathcal{P}_{n}=\frac{K_{n}}{\sum_{n=1}^{N} K_{n}} \tag{42}
\end{equation*}
$$

### 5.1.4 Application of genetic algorithm.

Initial population. The initial population consists of circular holes represented by the coordinates of their centres (the radius of the hole is fixed and is the same for each hole). Thus, each element of population represents a point in a space for which the dimension is determined by the number of coordinates of the holes centers. In case of one hole, the element of the population constitutes a vector $\left[x_{0}, y_{0}\right]$ of two coordinates of the center of
the circular hole. In case of two holes, the individual is given by a vector of four coordinates defining centres $\left[x_{1}, y_{1}, x_{2}, y_{2}\right]$ of two holes. The initial population is randomly initialized with a constant number $\mathcal{S}$ of individuals. For the initialization, the probability density function defined in (42) is used. Since the values of this function are defined only in the nodes of the discretized domain, we need the following procedure to draw a random point, not necessarily the node, in the domain.

Let $t_{i *}=\left[t_{i j}\right], i=1, \ldots, M$ be a $i$-th triangle with vertices $\left[t_{i 1}, t_{i 2}, t_{i 3}\right]$. The values $\mathcal{P}_{t_{i j}}, i=1 \ldots N, j=1 \ldots 3$ are the probabilities connected with these vertices. The probability $P\left(t_{i *}\right)$ of the $i$-th triangle $t_{i *}$ is calculated through the formula

$$
\begin{equation*}
P\left(t_{i *}\right)=\frac{\sum_{j=1}^{3} \mathcal{P}_{t_{i j}}}{\sum_{i=1}^{M} \sum_{j=1}^{3} \mathcal{P}_{t_{i j}}}, \quad i=1, \ldots, M \tag{43}
\end{equation*}
$$

For each triangle $t_{i *}$ we define the vector $\lambda_{i}=\left[\lambda_{i j}\right], j=1,2,3$, such that

$$
\begin{equation*}
\lambda_{i j}=\mathcal{P}_{t_{i j}} \cdot r_{j}, \quad i=1, \ldots, M, \quad j=1,2,3 \tag{44}
\end{equation*}
$$

Here $r_{j}$ are three independent random numbers generated using uniform distribution on $[0,1]$ interval. The point $\hat{p} \in t_{i *}$ is selected using these $\lambda_{i j}$
and in dependence of probability density in the corners

$$
\begin{equation*}
\hat{p}=\frac{1}{\sum_{j=1}^{3} \lambda_{i j}} \cdot \sum_{j=1}^{3} \lambda_{i j} x\left(t_{i j}\right) \tag{45}
\end{equation*}
$$

This procedure may be summarized as follows:

- first we select the triangle according to its average probability;
- next we select the point inside this triangle taking into account the values of probability density in the corners.

In case of two holes, selection of the initial population consists in drawing the pairs of holes. A pair of holes is retained only if the distance between their centers is greater that the fixed value $2 \varepsilon$, where $\varepsilon$ is the radius of the hole. If the condition is not verified, the pair is eliminated and the drawing continues until the required number or elements is reached.

Evaluation. The fitness value of every individual is evaluated using the cost functional $\mathcal{J}$ such that the minimization of $\mathcal{J}$ is equivalent to the maximization of the fitness value. Since the population is considered as a vector of individuals sorted according to their fitness values, the lower value of the cost functional means the higher position in the population vector.

Crossover. Once the initialization and evaluation are complete, the crossover operations perform genetic code exchange between pairs of individuals. These pairs are chosen in following way. First we define, as a parameter, a number of dominating elements which are always at the beginning of the population vector. Then every dominating element undergoes crossover with every subordinate element. Let $\alpha$ be a random number with uniform distribution on $[0,1]$, different in every formula. In case of one hole, the crossover of two individuals $x=\left[x_{1}, x_{2}\right]^{\top}$ and $y=\left[y_{1}, y_{2}\right]^{\top}$ results in $z=\left[z_{1}, z_{2}\right]^{\top}$ given by

$$
\left[\begin{array}{l}
z_{1}  \tag{46}\\
z_{2}
\end{array}\right]=\alpha\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]+(1-\alpha)\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right] .
$$

In case of two holes, the crossover of $x=\left[x_{1}, x_{2}, x_{3}, x_{4}\right]^{\top}$ and $y=\left[y_{1}, y_{2}, y_{3}, y_{4}\right]^{\top}$ gives two individuals $z=\left[z_{1}, z_{2}, z_{3}, z_{4}\right]^{\top}$ and $z^{\prime}=\left[z_{1}^{\prime}, z_{2}^{\prime}, z_{3}^{\prime}, z_{4}^{\prime}\right]^{\top}$ according to formulae

$$
\left[\begin{array}{l}
z_{1}  \tag{47}\\
z_{2} \\
z_{3} \\
z_{4}
\end{array}\right]=\alpha\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]+(1-\alpha)\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3} \\
y_{4}
\end{array}\right]
$$

and

$$
\left[\begin{array}{l}
z_{1}^{\prime}  \tag{48}\\
z_{2}^{\prime} \\
z_{3}^{\prime} \\
z_{4}^{\prime}
\end{array}\right]=\alpha\left[\begin{array}{l}
x_{3} \\
x_{4} \\
x_{1} \\
x_{1}
\end{array}\right]+(1-\alpha)\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3} \\
y_{4}
\end{array}\right] .
$$

The elements obtained in this way are added to the initial population increasing its size.

Mutation. Mutation is a mechanism for extending the search on the new areas of the design space and increasing the variability of the population. Each element produced during the crossover is perturbed with a given probability (in our case 0.2 ) within the fixed range $\delta$ (in our case $\delta=\varepsilon$ ) according to the formula

$$
z^{*}=z+\left[\begin{array}{c}
1-2 \alpha_{1}  \tag{49}\\
1-2 \alpha_{2}
\end{array}\right] \cdot \delta
$$

in case of single hole, and for pair of holes

$$
z^{*}=z+\left[\begin{array}{c}
1-2 \alpha_{1}  \tag{50}\\
1-2 \alpha_{2} \\
1-2 \alpha_{3} \\
1-2 \alpha_{4}
\end{array}\right] \cdot \delta .
$$

where $\alpha_{i}$ are random numbers from the interval $[0,1]$.

New generation. In the next step the population consisting of old individuals and those produced in the crossover stage is pruned by removing the elements violating the constraints (distance between centres greater then $2 \varepsilon$ in case of two holes) and sorted according to fitness value.

The next generation contains $\frac{2}{3} S$ of the best elements. In order to prevent locking in local optima, $\frac{1}{3} S$ individuals are again drawn randomly using appropriate probabilities, i.e. the one based on topological derivative or uniform on $\omega$.

### 5.2 Numerical results

In the first example we consider a case with one hole. As a target domain we take a square with one hole inside the interior circular sub-domain. The center of this hole is at point $(-0.2 ; 0.2)$ and the radius is 0.08 . The goal functional is computed using $z_{d}$ corresponding to the function $f(x)=x_{1}$. The size of the initial population for GA is 21 genes, with 3 dominants, and the number of generations is 10 . The optimization process is repeated 20 times which gives the average results presented in Fig.4. As we see, the algorithm using topological derivative gives on average faster convergence. For comparison, we give in Fig. 5 the history of true distances of the best


Figure 4: Value of shape functional due to the topological derivative density (solid line) and the uniform distribution density (dashed line) in case of one hole.
individuals to the reference hole; however, this value was not subject to optimization. The value of density probability is shown in Fig. 6.

In the second example the reference shape contained two holes with radius 0.05 located at ( $-0.1,0.2$, and ( $0.2,-0.1$ ). The goal functional consisted of the sum of two parts with different reference functions $z_{d 1}, z_{d 2}$ corresponding to right-hand sides $f_{1}=x_{1}+x_{2}$ and $f_{2}=x_{1}-x_{2}$. As a result, the topological derivative was also computed twice, and the value of the final $\mathcal{T}$ was the sum of these two parts. It is shown in Fig. 7 while the Fig. 8 presents the average


Figure 5: History of true distances of the best individuals to the reference hole.
performance of both types of genetic algorithms.
In Fig. 9 we see again the average true distances of the best individual to the reference pair, and Fig. 10 shows the typical last population of the genetic algorithm using topological derivative. Nearly all members of this population overlap.


Figure 6: Value of probability density for one hole.

## 6 Conclusions

The problem studied in this paper belongs to a class of domain optimization problems which may be characterized by the following goal: find location of a fixed number of holes, with possibly variable sizes, in the definition area of the system of PDE's. These locations and sizes should minimize certain functionals and/or satisfy some constraints. Such problems are quite common in structural design. Because they can have many local optima, genetic algorithms are often suggested as suitable tools. at least in the initial stage of the design. Such algorithms are computationally costly, therefore
speeding them up may be worthwhile.
The topological derivative is an ideal tool to this purpose. The cost of its computing is negligible in comparison to genetic calculations and it can be easily transformed into probability density for drawing elements from populations of all possible designs. As we see from examples, the effect is quite meaningful and justifies such usage. The approach proposed here is, to the knowledge of the authors, new.
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Density of probabifity


Figure 7: Value of probability density for two holes.


Figure 8: Value of shape functional due to the topological derivative density (solid line) and the uniform distribution density (dashed line) in case of two holes.


Figure 9: History of average true distances of the best individuals to the reference pair of holes.


Figure 10: The best individuals given by the topological derivative.

