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Abstract 
The paper deals with the well known set packing problem. It is as

sumed that some of the problem coefficients arc rcalizations of mutu
ally independent random variables. Certain probablistic properties of se
lected problem characteristics are invcstigated for the variety of possible 
instances of the problem. 

1 Introduction 

Let us consider a set packing problem consisting in packing m element set M 
into n separate subsets lvl;, i = 1, ... ,n, where lvl; n lvl; = 0 for every i, j, 
i cf j, i,j E {l, ... ,n). Set packing problem maybe formulated as the binary 
multiconstraint knapsack problem, see Nemhauser and Wolsey [5}: 

" zoPT(n) = max I:; c; · x; 
i=l 

" snbject to I:; a;; • x; ,s; 1 (1) 
i=1 

where j = 1, ... , 111 1 Xi = O or 

It is assumed that: 

Ci > 0 1 a;i = O or 1, i = 1, ... , n, j = 1, .... , 1n. 

In fnct aji, i = 1, ... , n, j = 1, .. . , m are defining certain set of subsets of .lvl, 
namely lvl;, i= 1, ... , n in the following way 

{ 1 ifjE!vl; 
a;; = O if j (/_ lvl; ' 

where c; is the certain value expressing the preference assigned to lvl;. Choicc 
of x;, fulfilling the constraints imposed in ( 1) is detining the packing of the set 
Ni into subsets A11, A11 «; lvii, i = 1, ... , n where 

j EM; if and only if a;;• x, = l,j = 1, ... , m . 



Eac.:h of the constraints L:~ 1 aii · .1:i ~ 1, j = 1, ... , 111, is guarantceing that 
each of the items of the set l\1 is assigned to maximum one of the subsets 
l\1;. Optimisation criteria in (1) is securing the choice of best possible packing 
according to preferences expressed by c,, i = 1, ... 1 n. 

Set packing problem (1) is wcll known to be NP hard combinatorial opti
misation problem, see Carey and .Johnson [2]. Although set packing problem 
may be formulated as the binary mnlticonstraint knapsack problem, it is rather 
special case of it, see Martello and Toth [3]. Its pcculiarity consists in 2 facts : 

• All the constraints left hand sides coefficients arc equal either to 1 or to 
O, i.e. 

aii = O or 1, i = 1, ... , n, j = 1, . .. , 1n. 

• All of the constraints right hand sides coefficients are equal to 1. 

In the generał formulation of the binary multiconstrnint knapsack problem it 
is orily required that all of the knapsack problem coefficients, i.e. goal function, 
constrnints left and right hand sides, arc noa-negative or, in order to avoid 
unclear interpretations, strictly positive. It especially applies to goal function 
and constraints right hand sides coefficients. 

2 Definitions 

The following definitions are necessary for the further presentation: 

Definition 1 We denote V,, "'Y,., wherc n-+ aa, if 

Y,, · (1 - o(l)),;; Vn,;; Y,, · (1 + o(l)) 

when ½i, Y,i are set1u.enccs of nu.mbers, or 

,!~ P{Y,, - (1 - o(l)) ,;; V,,,;; Y,, - (1 + o(l))} = 1 

when V,1 is a sequcnce of random variables and Y,1 is a sequ.ence of numbers or 
random variables, where lim,._00 o(l) = O as usual. 

Definition 2 We denote V,, ::, Y,,(11,, t W,.) if 

V,,,;; (1 + o(l)) - Y,, (li,,) (1 - o(l)) · W,.) 

lim P{V,,,;; (1 + o(l)) · Y,,} = I ( lim P{V,,) (1 - o(l)) · W,.) = 1) 
n-<Xl n-<Xl 

when V,1 is a sequence of random, va1'iables and Y,i fvVn) is a sequencc of Tt'mnbers 
or random variables, where litnn ...... <X> o(l) = O. 

Definition 3 We denote V,, ~ Y,, if there ex-ist constants c" ) ć > O .mch that 

whe1·e Y,1 , V, 1 are sequences of nwnbcrs or rand01n variablcs. 
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The following random model of (1) will be considered in the paper: 

• m, n are arbitrary positive iutcgers, n --ł oo, i = 1, ... , n, j = 1, ... , ni. 

• c,, tt;; are realizations of mutually independent random variables and 
moreover c;, are uniformly distributcd over (O, l] and P{ a;; = l} = p, 
whcre O < p :<::'. 1. 

Under the assumptions made about e;, ltji, and taking into acoount (1) the 
following always hold 

O,;; zopr(n),;; Le,,;; n, 
i=l 

Moreover, from the strong law of large numbers it follows that 

i=l i=! 

Therefore, it is justified to enhance formula (2) in the following way: 

(2) 

n 1 n 1 
O<;; zop-r(n) ::'.S n/2, La;; ::'.S 1, if JJ < - or ~a;,?:: 1 when p > -. (3) 

1i ~ n 
i=l i=l 

Formula (3) shows that random model of set packing problem (1) is complete 
in the sense that nearly all possible instances of the problem are considered. 

The growth of zopr(n) - value of the optima! solution of the problem (1) 
may be influenced by the problem coefficients, namely: 

n, m 1 Ci, llji, where i= 1, .. . ,n, j = 1, ... ,m. 

We have assumed that e;, a.;; are realizations of the random vmiables and there
fore their impact on the zopr(n) growth is in this case indirect. Moreover, we 
have also assumed that m, n are arbitrary fixed positive integers and n -> oo. 
The aim of the probabilistic analysis is to investigate asymptotic behaviour of 
zop-r(n) when n-> oo. 

3 Lagrange and dual estimations 

When we oonsider the knapsack problem, with one or many constraiuts, the 
Lagrange function and the problem dual to it, see Averbakh [1], Meanti, Rinnooy 
Kan, Stougie and Vercellis [4], Szkatuła [6] and [7] is very useful tool to perfonn 
various kind of analyses. In the case of set packing problem Lagrnng<> fuuction 
of the problem ( 1) may be formulated as follows: 

L,.(:c) " "' ( " ) L C; . x, + L Aj . l - L Uji . X; 

i = l j = l i=l 

'" " ( "' ) ~Aj+ 8 c; - ~AJ ·tt1; ·X; 
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where .,; = [x1 , ... , a:,.] and A = [A1, ... , A,..] - vector of Lagrange multipliers. 
łvloreover, let for every A, A1 ~ O, j = l, ... , ni : 

,t,,.(A) = max L,.(a:,A) = max LAj + L c, - LAjap. :r:; . {
m n ( "' ) } 

xE{O,l}" :1:E(O,l}" j=I i=l j=l 

Taking the following not.ation: 

x,(A) = 

e;(A) 

aj;(A) = 

"' if c; - L Aj · aji > O 
j=l 

otherwise. 
m 

if c, - L Aj . Uji > o 
j=l 

otherwise. 

"' if Ci - L Aj . Clji > o 
i=l 

otherwise. 

we have for every A, Aj ::C: O, j = 1, ... , m: 

</>,.(A) 

Obviously 

e;(A) = e; · a:,(A), aj;(A) =aj,· x,(A). 

Problem dual to set packing problem (1) maybe formulated as follows: 

<I>;,= ~~ief,,,(A). 

For every A ::C: O the following holcls: 

(4) 

(5) 

zon(n) ::; <I>;, ::; </>,.(A) = z,.(A) + L Aj(l - Sj(A)). (6) 
j=l 

Let us clenote: 

n n 

z,.(J\) L c; · x,(J\) = L c;(J\), sJ(J\) = L Uji -:e,(J\) = L aJ;(A), 
i=I i=l i=l i=l ,,, 

S,.,,.(J\) LAJ. sJ(J\), A(m) = LAJ-
J=l J=l 
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By <lefinition of c;(A) an<l a;;(A), see also (4), we have: 

c;(A) 2: LA; · a;,(A) 
j=l 

and thcrefore 

z,.(A) 2: S,.,,.(A). (7) 

For certain A, :r;(A) given by (4) may provicle feasible solution of (1), i.e.: 

s;(A) $ 1 for every j = 1, ... , m. (8) 

Then: 

z,.(A) $ zoPT(n) $<I>~$ <f,,.(A) = z,.(A) + A(m) - S,m,(A). (9) 

If (8) holds, then the below inequality also holds: 

A(m) - s,.,,,(A) 2: o. 

From (7) we get: 

</J,.(A) z,.(A) A(m) - S,.,,,(A) 1 A(m) - S,.,,.(A) 
z,.(A) = z,.(A) + z,.(A) $ + S,.,,.(A) . 

Therefore if (8) holds, then the following inequality also holds: 

1 < zoPT(n) < <I>~, < </J,.(A) < A(m) . 
- z,.(A) - z,.(A) - z,.(A) - S,.,,,(A) 

(10) 

Formula (10) shows, that if there exits suci, a set of Lagrange multipliers A(n) 
which is fulfilling the formula (8) and if the formula below hol<ls: 

lim A(m) = 1 
,,-oo S„m(A(n)) 

(11) 

then x,(A(n)), i = 1, ... , n, given by (4), is the asymtotically sub-optima! 
solution of the set packing problem (1). Moreover the v-.. lue of z,.(A(n)) is an 
asymptotical approximation of the optima! solution value of the set packing 
problem i.e. zopr(n). 

4 Probabilistic analysis 

In the present section of the paper some probablistic properties of the set packing 
problem (1) will be investigated. Let us observe that due to the assumptions 
made the following hokls, for i = 1, ... , n, j = 1, ... , m: 

P{a;; 

P(c; < 

l} = p, P{a;; = O} = 1 - 7,, P{a;;(A) = l} = 1 - P{a1;(A) = O} , 

{ 
O when :r ( O 

x) = ,
1
r when O < :r ( 1 

when :t ~ 1 

5 
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Moreover for the random variable I::Z'.:i,k;<i aj,, due to the binomial dist.ribu
tion, the following holds for every r - intcger, O ::, r ::, m - 1: 

{ "' } ("'-1) ,. p L aki = 1' = ,. . JJ 
k=l,k,'j 

. (1 - p)"'_,._, _ (13) 

Let us also assume tlmt 

A=P,···,A}, i.e. Aj = A,j=l,···,m. 

Lemma 1 ff aj, ane realizations of mutually independent random variablcs 
where P{aj, = l} = JJ, O< JJ '.S 1, then 

P{aj,(A) = l} = JJ -v'~ (,n; 1) · JJ'. · (1 - JJr-r-l min{!, A(r +I)}. 

ff, moreove,·, A ::, 1/m then: 

P{aj,(A) = 1} =p· (1-A· (m·JJ+ 1-JJ)). 

Proof. From (4), (12) and (13) and taking into account that random vari
able I::Z'.:i,k;"j aj, may take any integer value r from the range [O, m - IJ with 
the probability given in (13) it follows that: 

P{aj,(A) = O} P {"j• = O U aj, = I n c, < A· ( f a;,+ 1) } = 
k=l,k;"j 

1 - JJ + p · P { c; < A · ( f llji + 1) } = 
k=l,k,'j 

I - JJ + /~ ("'; 1)- p''. (1 - p)m-r-l min{l, A(r + l)}. 

Duc to the (12) it proves the first formula of the Lemma. When A :::; 1/m then 
the following holds 

P{a·,(A) =O}= 1 - p + /f (m- l)!. (r + 1). pr+l. (1 - p)m-r-1 (14) 
1 •·=O r! · (m - 1 - r)! 

Let us observe that for every integcrs l, m, l, > I, m ;;, 2, and O ::, p ::, 1 the 
following hold 

t G) . /Jk. (I - p)l-k 

r+l 

6 
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Using the above mentioned formulas (14) may be rewritten as: 

P{aJ,(A) = O} ( •~ (m-1)! · m r ( )m-1-r 1-p+,,\-p 6 ~--~---p · l-71 -
•·=O r! · (m - 1 - r)! 

•~ (m-l)!-(m-1-r) r (l )m-l-,·)-- 6 ·]) . -p -
r=O .-! · (m - 1 - r)! 

( 
m-1 ( l) 

1 - 1' + ,,\. P m ~ m; . Pr. (1 - p)m-1-r -

-p · (m - 1) · (1 - p) •~ ("'; 2) ·Pr· (1 - vr-2-r) = 

1-p+,,\ ·]J• (m-(m- 1) · (1 -p)) = 
1 - p + ,,\ · p · (m · p + 1 - p). 

Finally above formula.s can be summarized as: 

P{a1;(A) =O}= 1 - p + ,,\ · p · (m · p + 1 -v). (15) 

Due to the formulas (12) and (15) we have 

P{ a,,(A) = 1} 1 - P{a,,(A) = O} = 

v-,,\·v· (m·p+ 1-p) =p· (1-,,\-(m·p+ l -7,)). 

• 
As the direct consequence of the above formulas we have 

E(a1,(A)) = 1- P{a1;(A) = l} +O· P{a1,(A) =O}= P{a,,(A) = l}. (16) 

Now instead of A we will consider A(n). It does menu that for every value of 
integer n, we may consider different vector A(n) ={,,\(n),···, ,,\(n)}. 
For every j, j = 1, · · · , m, we have: 

.. 
E(s1(A(n))) LE(a1,(A(n))) =n· P{a,,(A(n)) =I}= 

i=l 

n· p(l - ,,\(n)• (m • p + 1 - p)). 

Lemma 2 The following choice of ,,\(n), where a> O: 

1-a/(n•p) 
,,\(n)=--~-~ is solving the equations E(s,(A(n))) = a. 

m·p+l-p 

Corollary 1 If E(s;(A(n))) = n, then P{ri1;(A(n)) = l} = a/n. 

(17) 

Proof. Proof of Lemma and Corollary follows innnediately frmn fonnuhs 
(16) and (17). • 

Solution of the set packing problem (1) given by formula (4) is feasiblc if 
and only if the formula (8) holds. 
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Proposition 1 For the J\(n), providing E(s1(1\(n))) = o:, o:> O, the follou,ing 
hold 

( a)n-1 a 
P{s,{A(n)),;;l} = 1-- •{l+n--) 

n n 

Proof. As it was already mcntioned solution of problem {l) given by formula 
(4) is feasible if and only if formula (8) holds i.e. s,(A{n)) = O or s1(1\(n)) = 
1. For every A{n), random variable s,(A(n)) = I:;;'.,, 1 a,;(A(n)) may take any 
integer value r from the range [O, n] with the probability given by the following 
formula: 

P { tet,;{A(n)) = r} = (;) p" · (1 - p)n-,·, where p = P{a1;(A(n)) = l}. 

From the above formula miel Corollary 1 it follows that 

P{ s,(A{n)) O} = P { t a,,(A(n)) = O Ut a,,{A{n)) = 1} = (18) 

( 1 - ~)"+O: (1 - ~)n-I= (1 - ~)n-I· (1 +a•-~) 
'H n n n 

• 

Corollary 2 ff a = 1 then 

2 
P{ s,{A{n)) ,;; 1} se ; (19) 

Proof. Formula (19) follows immecliately from the (18) miel from the fact 

that {1 - ~)n-l:::: ¼- • 

5 Estimations of the optimal solution values 

In order to analysc the behaviour of the optima! solution value of the set packing 
problem (1) one may need to exploit the probablistic properties of the random 
variables e;(A{n)), i = 1, · · · , n. The construction of the random variables 
c1{A{n)) is defined by formulas (4) and {12) respectively. Distribution func
tions of the random variables cJA(n)), i= 1, .. · , n are given by the following 
fonnulas, where O < x $ 1: 

,n 

P{c,(A{n))<x} = P{c,<:cUc;::O:xnc;$A{n)·La;;}= {20) 
j=J 

'" ,: + P{:c $ c; :S A(n) · L u1;}. 
j = l 
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Let us observe that P{x '.Sc; :S A(n) · Z::::'.a, "Jd is by definitiou cqual I.o zero 
if c; <:tor c; > A(n) • I;;'.a, "Ji• Therefore (20) ma.y be rewritt.en as 

P{c,(A(n)) < x} x+ I:;P{x '.Sc,:,; A(n)-rn L"i• =r} = (21) 
j=l 

x+ I:;(,·A(n)-x)+ • P{I:;a;, =1·}. (22) 
r=l j=l 

The above formula may euablc us to calculate the mem, value of the random 
variables c;(A(n)), i= 1, · · · , n . Namely: 

E(c,(A(n))) = lx· d(P{c,(A(n)) < x)) = (23) 

1 A(n)•m ( "' m ) 

2 + .[ X· ?;(rA(n) - x)~ • P{~a;, = r} 

1 m A(n)•k ( m m ) 

2 + L J x I:;(rA(n) - x)~ · P{I:;a;; = r} dx = 
k=l A(n)•(k-1) r=k j=l 

l m A(u)•k m 

- - L J X· P{I:;a;; = r}dx 
2 k=I A(n)-(k-1) j=l 

Let us observe that, similiarly to the formula (13), the random variable I;~'.a, a;;, 
due to its binomial distribution, has the following distribution function for every 
r - integer, O~ r ~ ni: 

P {f ak, = r} = (~) • p,. • {l - p)'n-r and moreover (i)2k -1)) = r2 . 

k=l k=I 

Therefore the formula (23) could be furt.her simplified as follows; 

E(c,(A(n))) 1 "' ( A(n)•k ) ( m ( ) ) 2 - I:: J xdx . L ';' . p,.. (1 - p)"'-' = 
k=l A(n)•(k-1) r=k 

~ - (A(;))2 t(2k - 1) · (t (~) ·Pr· (1 - p)"'-r) = 

~ - (A(;))2 t (t(2k -1)) . ( (';.') . Pr. (1 -p)"'-r) = 

1 (A(n)) 2 ~ .2 ((m) ,. (l )"'-r) 2---2-L.,' . ,. ·]). -v . 
,·=l 

Let us obscrvc that the following formula holds for O< /J:,; 1 and m = l, 2, .. 

!) 



F)·om Lemma 2 (where E(s,(A(n))) = 1, and .X(n) = :.~~0;•.:i) and due to the 
formula (6) we will therefore rcceive 

E(zoPT(n)) '.S E(<J>;,):::; E(t/>,.(A)) = E(z,.(A)) = 

~ (1-(l-l/(n·p))2•m·p·(m·p+l-p)) = 
2 m·p+l-p 

n n·p n ,,-1,•p 
( 

m. 1'. (1 - _l )2) ( (1 - _l )2 l 
2 l - m · p + 1 - p = 2 l - 1 + (1 - p)/(m · p) . 

If (8) holds then due to the formula (9) we may receive much strongcr rcsults, 
narnely: 

E(zoPT(n)) E(<I>;,) = E(t/>,.(A(n))) = E(z,.(A(n))) = 

n ( (1 - a/(n. p))2 ) 

2 l - 1 + (1 - p)/(m · p) 

Ol' 

n ( (1 - a/(n. p)) 2 ) 
zoPT(n) "'z,.(A(n))"' 2 1 - 1 + (l -v)/(m. p) 

or 

~ ~ n ( (1 - a/(n. p))2 ) 
zoPT(n) = z,.(A(n)) = 2 1 - l + (l _ p)/(m. p) , 

where E(s,(A(n))) = a, a 2". O, and .X(n) = '.~.;~';.:.w. 
Unfortunately, due to the Corollary 2, existence of such strong and iutercst

iug rcsults needs further research efforts, which however may open brand new 
avcnucs conccrning the probabilistic propcrtics of the set packing problem in 
the formulation (1). 

6 Concluding remarks 

In the present report some preliminary results dcscribing probabilities properties 
of the set packing problem (1) are summarized. 

In the paper distribution functions of the various random variables repre
senting important problems characteristics are presented. Moreover some results 
concerning the fcasibility of the received solutions are obtained. 

lmportant hints for the futnre research is convergence of the approximate 
solutions to the optima! solution and possibility of investigatiug realistic ap
proxima$ions of their values. 

References 

[lj I. Averbakh. Probabilistic properties of the dual structure of the multidi
mcusional knapsack problem and fast statist.ically cffcieut algoritluus. lvfath
ematical Programming, 65:311- 330, 1994. 

10 



12) M. Carey and D. Johnson. Computers and Intmctability: A Guide to the 
Themy of NP-Completeness. Freeman, San Francisco, 1D79. 

13) S. Martello and P. Toth. Knapsack Problems: Algorithms and Compute,· 
[mplementations. Wiley & Sons, 1990. 

14) M. Meanti, A. R. Kan, L. Stougic, and C. Vcrcellis. A probabilistic analysis 
of the multiknapsack vnluc fuuctiou. MatJiematical Progmmming, 46:237-
247, 1990. 

l5J G. Nemhauser and L. Wolsey. Integer and Com/1inatorial Ovtimization . .John 
Wiley & Sons Inc., New York, IU88. 

161 K. Szkatuła. On the growth of multi-constraint random kuapsacks with 
vnrious right-hand sides of the constraints. Eumpean .Journal of OvcmtionaL 
Reserch, 73:199- 204, 1994. 

171 K. Szkatuła. The growth of multi-constraint random ·knapsacks with large 
right-hand sidcs of the constraints. Ovemtions Research Letters, 21:25- 30, 
1997. 

11 








