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An Empirical Fuzzy Model for Maximizing 
Profit in Electricity Spot Market 

Ly-Fie Sugianto, Member, IEEE, Janusz Kacprzyk, Fellow, IEEE, Moeljono Widjaja, Member, IEEE 

Abstract-This paper discusses the use of context based fuzzy optimization approach to maximize 

profit in the context of joint quantity-price bidding in today's deregulated electricity market. The 

proposed method is innovative because it utilizes sets of empirical (market) data that reflect 

functional dependence between the input and output variables. The paper describes the structure of 

the fuzzy system and its components: the context variables, the input membership function and the 

output membership function, as well as the use of aggregation operators in aggregating the context 

variables. The paper also presents a numerical example to demonstrate the application of the 

proposed method and compare the result with analytical solution. 

Index Terms-Aggregating operators, Deregulated electricity market, Fuzzy optimization, 

Strategie bidding 

I. INTRODUCTION 

THE introduction of competition in the electricity industry is aimed to improve efficiency in production, 

transmission and consumption of electrical energy. Restructuring is also intended to attract players and 

investments in the markets as well as to ensure competitive electricity price. Electricity industry refonn has 

been the theme throughout electricity markets around the globe since 1990s. 
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The Australian National Electricity Market (NEM) has undergone restructuring progressively since I 998. 

The market consists of inter-connected electricity networks on the Eastern side of Australia, including 

Australian Capital Territory, New South Wales, South Australia, Victoria, Queensland and Tasmania. 

Generating companies (gencos) in each power network region produce electrical energy traded inio the 

spot "pool" whereby the spot price for electricity is calculated by the central dispatch operator. Gencos 

compete by providing dispatch offers while market customers submit dispatch bids, detailing the price and 

demand quantity to be supplied. The central operator detem1ines which gencos are required to satisfy 

demand at what time, and at what production level. The objective of this scheduling process is to offer the 

supply quantity while minimizing the cost in meeting the demand based on the offer and bid prices. The 

clearing price to match supply and demand ( or the spot price) is calculated using the bid stacking method 

(l]: the central operator stacks the cumulative supply offers in increasing price order against decreasing 

price stack of demand-bids. 

Previous research [2], [3] suggested thai an optima! strategy to bidding in a perfectly competitive market 

is bidding at marginal costs. In real life operation, such a strategy is not necessarily profitable for the 

suppliers. The electricity market is not perfectly competitive, but closer to an oligopoly system. Because of 

the rather large market shares, generators can exercise market power. A supplier can withdraw some of its 

capacity from the market but gain more profit since its offer bid can outweigh its loss of market share. The 

success of a generator in exercising its market power depends on an accurate assessment of market 

conditions such as load forecasts, network constraints and the bidding behavior of rival generators. In some 

market mechanisms, a generator must intemalize its dispatch scheduling and unit conunitment in a bid 

formulation. Optima! bidding strategies are fundamental to the survival of generators in a competitive 

electricity market. There have been a number of studies of optima! bidding strategies in competitive 

electricity markets: using residua! demand analyses [ 4 ]-[IO], using estimation of market parameters by 

probability distribution functions (11]-[15], Dynamie Programming (16]-(18], Genetic Algorithm [I 9]-[26] 

and other heuristic approaches [27]-(31]. This paper introduces a systematic bidding strategy for gencos in 
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formulating its daily bid using a fuzzy methodology. The proposed strategy is innovative because it is able 

to handle uncertainty in market parameters, such as load demands and expected trading prices, using 

membership functions and aggregating operators. 

Il. CONTEXT BASED FUZZY SYSTEM 

A. Context-based Fuzzy System 

Up to dale the literature presents use with two common approaches to develop models, namely the 

mathematical model and the empirical models . Each method has its own advantages and disadvantages, and 

thus is sui table for different type of problems and envirorunents. For modeling the electricity spot market, 

we propose the empirical approach to develop the market model because the market is a complex system 

featuring non linear characteristics. Mathematical models cannot capture the underpinning factors without 

drawing many limiting assumptions. Often simplified model, such as using linearised constant for loss 

factor at nodal points, is not desirable because the accuracy of the system suffers tremendously, not to 

mention the impact of such model on pricing issue and other aspects in the market operation. 

A context based fuzzy approach has been introduced in [32]. Unlike conventional fuzzy systems which 

are based on fuzzy rules, the context based fuzzy system extracts implicit rules from the market data and 

uses the empirical data to define the functional dependence between the input and the output. Each data set 

serves as a rule thai carry certain weight depending on the relevant context. In effect, we do not need to 

compute large data sets because only selected data sets defined by the specified context are relevant for 

processing. The input to the contextual fuzzy system consists of context variables denoted by Xk and input 

variable U. The context variables serve as the means to filler the data sets according to pre-defined context 

while the input variable serves as the independent variable to determine the output. Fig. I illustrates the 

proposed context based fuzzy approach to determine bidding strategy of gencos in the deregulated 

electricity market. 
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In short, the proposed context based fuzzy system has been designed to extract meaningful relationship 

between the input and the output variables using the empirical data set. The retrieval process involves 

selection of data sets based on their degree of relevance to a given context. This context may be defined by 

more than one context variable. 

B. Context Membership Function 

Context variables allow some leeway to describe uncertainty surrounding a particular variable by means 

of context membership function. For example, in specifying the temperature of the day for the purpose of 

predicting the load demand and formulating supply bid curve, "temperature is about 35 degree Celcius" is 

more precise than "high", "medium" or "low" temperatures. In some cases, the uncertainty can be 

statistically estimated using norma! (Gaussian) probability density functions that can be transformed 

directly into Gaussian-type membership functions. The transformation can be done easily because both 

functions employ the same parameters: mean value (center), and standard deviation (sigma). A Gaussian 

type membership function can be expressed as a nonnalized nonnal probability density function: a 

Gaussian type membership function always has a maximum value of one while a norma! probability 

density function always has a total area of one. So, in the above example, the temperature variation 

expressed using the word "about" can be quantified into Gaussian type membership functions with peak 

(mean) value of35 degree Celcius. 

In short, context variables assign values between zero and one to each element of empirical data based on 

its adherence to a given context. These weights are set by membership functions of the context variables. 

Data that adhere more closely to the given context will have more weights than those that are less relevant. 

Fig. 2 illustrates the extraction of relevant data from the empirical data set based on a context membership 

function Around-5. The empirical data consists of 100 data points that are uniformly distributed between O 

and 1 O. The context variable Around-5 is defined by a Gaussian type membership function with a center of 

5 and a sigma of 0.5 . The weighted data, which is filtered by the context membership function Around-5, is 
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shown in Fig. 2(c). 

In some cases, the object to be modeled could be time-varying. Therefore, a time-based context variable, 

in which more recent data has more influence than older data, can be added to make the contextual fi.i zzy 

system adaptive to a time-varying system. Addition of new data to the model is very straightforward since 

it only requires re-filtering data sets by the context membership functions. 

A. Aggregating Context Variables 

Severa! context membership functions can be aggregated using fuzzy connectives. A range of fuzzy 

connectives with different degree of compensation has been documented in [33]. The aggregation operators 

include all triangular nonns (AND operators) and triangular conorms (OR operators). The selection of 

which aggregation operation to use depends on the context. A set of context variables can be combined into 

a single context by an aggregating operator. For example, combining context variables X1, X2, .. X0 defined 

by AND method can be expressed as follows: 

The AND method can be implemented by using triangular norms such as logical product, Hamacher 

product, algebraic product, Einstein product, bounded product or drastic product. Bach of these operators 

has different degree of compensatory. lt was found in [33] thai the logical product has the greatest degree 

of compensatory while the drastic product produces least degree of compensatory. The choice of fuzzy 

operator is usually detennined on a per-case basis. For example, if the algebraic product operator is used in 

place of the AND method, !hen the weight assigned by the aggregate context w to the i'h data set is given as: 

M 

w,=IJµ ,1> (x,.,) fori=J,2, ... N (I) 
k=I 

where µx, is the membership function of the context variable x,; x,_,is the ith data for the context 

variable x,; Mis the total number of context variables; and N is the total number of data sets. The result of 
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the aggregation is normalized in order to have a norma! fuzzy set. 

It is noted that the function of context variables is to define fuzzy relations between the inputs and 

outputs by weighting the data sets according to their adherences to a pre-defined context. In same cases, 

however, the context can be too stringent; as a result, there are not enough activated data sets to define the 

input-output relationship clearly. In order to activate mare data sets, the context membership functions 

should be relaxed. Intuitively, the context membership functions that have weaker correlations with the 

output are relaxed mare than those that have stronger correlations. This relaxation will allow for mare data 

sets to be activated at a given context so that the system becomes mare robust. 

A coefficient of correlation which measures a linear association between two variables can be used as an 

indicator of the strength of the correlation between the context and the output variables. It is noted that the 

function may not be necessarily linear, but it must be linear in the context variables. The standard 

correlation coefficient between the context variable Xk and the output variable y is given as: 

N 

I <x,., - x, )(y, - y) 
rk. = -;=N=•=·•=' ===-;==N==== k=l,2, .. M (2) 

I<x,_, -x,) 2 L(Y, -y)' 
i::I H 

where x,_,is the i',. element of the context variable x,; x, is the mean of the context va1iablex, ;y1 is the 

i'" element of the output variable; y is the mean of the output variable; N is the total number of data sets; 

and Mis the number of context variables. It is suggested in (34] that, in order to have a stable correlation 

coefficient (that is, a small standard e1Tor), the sample size must be greater than 30. 

For the context variable x,, a coefficient ofrelaxation denoted by p, is defined as: 

P, = ( r, l for /J?. I (3) 
max{r1,r2, .. rM} 

where fJ is the relaxation factor that modifies the relaxation coefficient at different strengths. It is noted 

that the correlation coefficients are normalized so that the context membership function which has 

strongest correlation is not relaxed (thai is, P, = 1 ). 
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Given the relaxation coefficients, the context membership functions that are relaxed using a fuzzy hedge 

More or Less and is defined as: 

(4) 

where µ x, is the relaxed membership function of the context variable x, ; µx, is the membership 

function of the context variable x,; and P. is the relaxation coefficient for the context variable x,. 

In some cases, there are functions thai have a nonlinear relationship between the context variables and 

the output. Since a correlation coefficient defines a linem· association, il cannot be used directly to measure 

data sets that have a non-linear relationship. Therefore, the calculation of the coefficient musi be done 

locally where the non-linear function is locally approximated by a linear function. lt is done by calculating 

the correlation coefficient only on data sets with weights above a given threshold value. 

The !ocal correlation coefficient P, for the context variable x, is defined as: 

N 
L v,(x,,; -x, )(y, - ji) 

rA: =.==N==='="'====-;=N===== k=l,2, .. M (5) 

Iv,(x,., -x,) 2 Iv,(y, - ji) 2 

i=I i-I 

where 

{
l:w1 <!a 

v. = 
' O:w, <a 

and w, is the weight assigned to each data set by the aggregate context membership function, and a is the 

minimum support level of the membership function in order to activate the data sets. 

This is based on the assumption thai, in the sub-space defined by the context membership functions, the 

function is relatively smooth and can be approximated by a linear function. 

B. Input Membership Function 

The input Membership Functions (MF) can be of any type as long as they are symmetric and have a 

single maximum point (for exatnple, Gaussian or triangular). In generał, however, Gaussian-type 



TFS-2006-???? 

membership functions are preferred since they are more natura! in handling empirical data. 

The width of the membership function depends mainly on the smoothness of the function being 

approximated and the density of data at a region of interest. For example, a wide membership function is 

not suitable for approximating a function with high nonlinearity as it tends to over-generalize the function. 

On the other hand, a narrow membership function may fai! or over-fit the function in a region with a low 

density. In generał, for a region with a high density of data, the width of the input membership function 

could be made relatively narrow. In addition, in a region with low density, the width musi be sufficiently 

wide to have an adequate coverage of the empirical data. 

A method to determine the width of the input MF is to use a standard sigma-count, which measures the 

coverage of a membership function. Hirota and Pedrycz [35] used the standard sigma count to serve as a 

plausible measure of granularity thai effectively summarized the number of elements embraced (at least 

partially) by a given fuzzy set. For norma! fuzzy sets, the standard sigma count over a continuous variable x 

is defined as: 

cr(A) = f µ.(x)dx (6) 
X 

where A is the fuzzy set defined over a universe of discourse X. Similarly, the sigma count of the input 

membership function over a set ofinput data (discrete) is defined as: 

N 

cr(U) = 2>u (u;) (7) 
i == I 

where U is the input fuzzy number, u; is the ith input data, and N is the number of rows. 

In the proposed fuzzy model, however, the empirical data is filtered by the context membership function. 

Therefore, the coverage of the input membership function must be measured only on the filtered data, not 

on all data. Accordingly, the standard sigma count is modified and given as: 

N 

cf(U) = Imin{µu(u,), w,} (8) 
i=l 
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where ci is the modified sigma count, and w; is the weighting factor as defined by the context variable 

W for the ith data. 

lt is noted !hat the minimum operator (also known as a logical product operator) is used here since the 

modified sigma count measures the absolute coverage of the empirical data by both the input and context 

membership functions. 

In order to have a balanced support on both wings, the modified sigma count is calculated at three 

parts: ci(U), ci(U,,fl) and ci(U,.;,,,). lt is noted thai U is the input fuzzy number; U,,fl and U,-;g1,1 are the left 

and right wings of the input fuzzy number (as shown in Fig. 3). The minimum support on each wing is set 

to a certain value (for example, 10% of the total sigma count). This guarantees thai the coverage of the 

input membership function on the empirical data is not one-sided but supported on both sides. Additionally, 

in order to handle input near boundaries where one-sided coverage is inevitable, an additional rule is added 

to reduce the threshold values on the wing close to the boundaries so that the width will not be 

unnecessarily wide. 

In order to handle data with a non-uniform probability density function, an adaptive mechanism with a 

set of rules is introduced to adjust the width of the input membership function. Initially, the width is set to 

the minimum and then gradually expanded until the membership function has a sufficient coverage of the 

empirical data. The process of adjusting the width of the input membership function is summarized in the 

following steps: 

I. Jnitialization: the width is initialized with a pre-defined minimum value. 

2. Evaluation: the coverage of the input membership function is evaluated on three parts: total, left and 

right, using the modified sigma count given in (8). Then they are checked against a set of threshold 

values: minimum total sigma count, minimum sigma count on the left wing, and minimum sigma 

count on the right wing. 

3. Expansion: Ifany one of the three conditions is not satisfied and the current width is stili less !han the 
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maximum value, then the width is expanded by a given percentage (for example, 10%) and Step 2 is 

repeated. 

To test the robustness of the proposed adaptive input membership function, a fuzzy model is built to 

approximate a nonlinear function based on unevenly-spaced empirical data. The nonlinear function is given 

as: 

y = 4 sin (!0ln(u)) + 10: u in (1,10] (9) 

where the empirical data for u is a row vector of fifty logarithmically-equally-spaced points between 

decades 10° and IO 1• 

Fig. 4 shows the performance of fuzzy systems for three different kinds of input membership functions : 

narrow, wide and adaptive. Each was evaluated based on the measured absolute errors (as shown in Fig. 

4b), indicating how well they approximated the nonlinear function. The wide membership function 

performed well only in the region with low frequency of changes, but over-generalized the function in the 

region with high frequency of changes. On the contrary, the narrow membership function performed well 

in the region with high density of empirical data but over-fitted the function in the region with low density 

of empirical data. The adaptive membership function overcame these problems by properly adjusting its 

width based on the level of density of the empirical data in the region of interes!. As indicated by smaller 

absolute errors, the proposed adaptive membership function outperformed both narrow and wide 

membership functions. 

C. Output Membership Function 

The output of the contextual fuzzy system is a membership function constructed from the empirical data 

y weighted by the context w and the inputµu (u). In other words, the output membership function can be 

viewed as a projection of the input membership function to a stochastic function represented by a set of 

input-output data filtered by the context variable. This approach is similar to translating a fuzzy number 
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through a fuzzy relation using the compositiona/ rule of inference (36]. 

If the output membership function is chosen to be of Gaussian-type, then the parameters can be estimated 

using the weighted norma! fitting. Consequently, the center is defined as: 

and the sigma is given as: 

where 

Z; = t - norm{µu (u,), w,} 

N 

LY;-Z; 
Ycenter =~ 

J:igma = 

Iz, 
i =I 

N 

LY,'.z, 
_i=_I __ 

N 

LZ; 
l =I 

(IO) 

(11) 

and w; is the weight for the i'" element assigned by the context; and u1 is the i'" element of the input data, 

and µu is the input membership function. The determination of I-norm to be employed in the operation is 

determined on a per-case basis. 

In those cases in which the resulting outputs are not symmetric, non-symmetric membership functions 

such as triangular or two-sided Gaussian should be used in place of Gaussian-type membership functions . 

However, this may involve more complex computations. 

III. NUMERICAL EXAMPLE 

In this section, a numerical example is presented to show the implementation of the proposed technique 

to solve an optimization problem. The example also shows the effects of the relaxation of context 

membership functions and the choice of fuzzy connectives on the fitness of the model. This section is 

composed of two main parts: the definition of the mathematical model, and the development and 

optimization of the contextual fuzzy model. 
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A. Mathematical Model 

The mathematical model of the nonlinear system is defined as: ,, 

y =-i/+ ]Ou + u(x1 + 0.5xi): ll,XJ,X2,X3 E [0,10] (12) 

The system has three context variables x1, x2 and X3 where X3 is an irrelevant context variable. It is 

important to know that x 1 is mare dominant than x1 because the unit coefficient of x1 is twice that of x2 

while both have the same range. It is also noted that the function is linear in the context variables. This 

means that, for a fixed input, the output is simply a linear combination of the context variables. 

If x1 and x2 are assumed to be known, then the optimum value of u for maximizing the output y can be 

derived from (12) and it is given as: 

ll opt = JO +xl + 0.5x2 

2 
(13) 

For example, if x1 = 4 and x2 = 2, then the optimum value of u= 7.5 which gives a maximum output (y = 

56.25). 

This model is actually a simplified version of a profit maximizing problem for generators participating in 

competitive electricity markets. The input variable u corresponds to the output level of a generator; the 

context variables x 1, x2 and x3 are the regional load demands; and the output y is the profit eamed by the 

generator. 

A regional load demand usually has a daily profile that can be estimated accurately using a norma! 

probability density function based on its historical data. Individual generators offer their capacities in the 

form of supply functions . At any given trading period, the intersection between the aggregate supply 

function and the actual demand will determine the price of electricity for this trading period. An individual 

generator can maximize its profit by strategically adjusting its supply function based on the load forecast 

and the expected behaviors ofits competitors [37]-[39]. 

A detailed description of the spot pricing mechanism in competitive electricity markets is described in 
.. 
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(40]. 

B. Contextual Fuzzy Model 

Based on this mathematical model, sets of empirical data were generated for developing an equivalent 

empirical model. For each context variable (that is, x1, x2 and x3) and the input variable u, there were 1 OOO 

data points that were uniformly distributed between O and I O. Given these sets of data, the output data y 

was calculated using (12). Consequently, there were 1000 sets of data (x1, x2, x3 andy). 

Each context membership function was defined to be of Gaussian-type with initial sigma 0.2. For 

example, if the context was defined by a linguistic value Around-4, then the membership function would 

have center of four and sigma of 0.2. If the context was given as: 

"X1 is Around-4 AND X2 is Around-2 AND X3 is Around-7'' 

then, the input-output relationship was revealed by the weighted input-output data points according to this 

context. It is noted that the weight assigned to each data point is proportional to the size of the circle in the 

scatter plots which are given in Fig. 5 and Fig. 6. 

Fig. 5 shows the scatter plots of y versus u w hen the context membership functions were aggregated by 

using six different triangular norms: logical product, Hamacher product, algebraic product, Einstein 

product, bounded product and drastic product. The input-output relationship were not clearly defined in 

these plots, especially scatter plots (e) and (f), because there were not enough activated data points. It is 

shown that the approximated function is an interpolation of these weighted data points. The estimated 

output is a projection of the input, which is defined by a Gaussian-type membership function with a fixed 

sigma of 0.5, through the weighted data points. The center of the input membership function was paired 

with the center of the output membership function, then these data pairs were interpolated and plotted 

(indicated by a solid line) on the scatter plot along with the actual function (indicated by the dotted line). 

For the given context, the con-esponding actual function, which is based on the mathematical model (x1 = 

4 and x2 = 2), is given as : 
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y=-11 2 +1511 (14) 

The fitness of each pattem is indicated by the measured Root-Mean-Square (RMS) error between the 

actual and estimated outputs. The measured RMS errors and the revealed pattems in the scatter plots 

suggested thai the fust four t-norms were preferred to the last two. However, we could not determine which 

one of the four t-norms was the best choice since severa! runs gave inconclusive results among the four t-

norms. 

Relaxation of context membership functions will allow for more data points to be activated. The degree 

of relaxation depends on the calculated correlation coefficients between the context variable and the output. 

The context membership functions were relaxed by using the relaxation coefficients tabulated in Table 1. 

For the context membership function Xk, which is of Gaussian-type, the relaxed sigma ci, is simply given 

as: 

(15) 

where a, is the initial sigma of the context membership function X,, and A is the relaxation coefficient 

of the context membership function X,. Therefore, the sigma of the context membership function X, was 

fixed while those ofX1 andX3 were relaxed to 0.3561 and 3.6515 respectively. 

The relaxed membership functions allowed for more data points to be activated; as a result, the pattems, 

which showed the input-output relationship, became more distinctive than the previous ones (for 

comparison, see Fig. 5 and Fig. 6). The calculated RMS errors were significantly reduced, especially for 

the case of bounded product. However, the drastic product failed to activate any data point in both cases 

due to its rigid degree of compensation; therefore, il is not recommended to be used for aggregating the 

conlexl membership functions. 

TABLE I CALCULATED COEFFICIENTS FOR THE CONTEXT VARIABLES (x,, Xz and X3). 

I I XJ CTtex:lvarrle:J I 
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Standard Correlation Coefficient (rk) 0.451 0.2533 0.0246 
Norrnalized Correlation Coefficient I 0.5617 0.0545 

Relaxation Coefficient (p,J w hen /J=2 I 0.3155 0.0030 

In order to statistically conclude the best t-norrn with its relaxation coefficient for this particular model, 

one hundred trials were conducted and the results are tabulated in Table 2. 

The results show that logical and Hamacher product operators with the relaxation coefficient (/J=2) gave 

the least RMS errors . Therefore, either one of these should be used as the aggregation operator for context 

membership functions . 

TABLE 2 
THE STATISTICAL RMS ERRORS (avg/std) FOR A SET OF TRIANGULAR-NORMS 

Context Triangular Norms 
Membership logical hamacher algebraic einstein bounded 

Function 
Initial (3.44/0.86) (3 .38/0.82) (3 .96/0.86) (4.14/0.88) (12.71/6.75) 
Relaxedp= I (I.83/0.39) (1.82/0.37) (2.01 /0.42) (2.12/0.45) (3 .62/2. I 8) 
RelaxedP= 2 (1.68/0.37) (1.67/0.38) (1.71 /0.40) (1.74/0.41) (2.01/0.55) 
RelaxedP= 3 (2.09/0.69) (2.03/0.64) (1.87/0.51) (1.84/0.46) (1.81/0.35) 
Relaxedp= 4 (3 .04/1.13) (2 .89/ 1.04) (2.50/0.88) (2.38/0.81) (2.05/0.60) 

The output membership function is constructed from the output data filtered by the context membership 

function and the input membership function. The filtering process is illustrated in Fig. 7. 

Fig. 7(a) shows the output data filtered by the aggregate context membership function, and Fig. 7(b) 

shows the output data filtered by the input membership function Around-7. lt is noted thai activated data 

has weight greater than zero, and the degree of significance depends on the assigned weight. The most 

significant data has a weight of one. The output data filtered by the context membership function and the 

output data filtered by the input membership function were combined by using the algebraic product 

operator. Then, the resulting output was a Gaussian-type membership function which was fitted to the 

filtered output data as shown in Fig. 7 (c) . The output membership function had center of 55.67 and sigma 

of 5.03. 

Theoretically, if x1 = 4, x1 = 2, and 11 = 7, !hen the output will be 56. In comparison, based on the 
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developed fuzzy model, the input-output relationship can be described linguistically as follows: if Xi is 

Around-5, X2 is Around-2 and the input variable is Around-7, then the expected output should be Around-

56. 

Optimization of the developed fuzzy model can be done using any standard optimization technique, such 

as Gradient-Descent or Newton methods. Fig. 8 illustrates the process of maximizing y for the given 

context. The input was initialized randomly (for example, Around-4), then it was iteratively optimized. The 

width of the input membership function varied corresponding to the density of data points. The optimum 

value was achieved when u was Around-7.25 represented by the Gaussian membership function (center= 

7.25 and sigma= 0.34). This result was close to the analytical solution (u = 7.5) which was calculated 

using the mathematical model for the case w hen x1 = 4 and x2 = 2. 

IV. CONCLUSION 

An empirical fuzzy model based on a context-based fuzzy filtering technique has been presented in this 

paper. Unlike conventional fuzzy systems thai are based on fuzzy rules, the proposed contextual fuzzy 

system relies on sets of empirical data to describe the functional dependence between the inputs and the 

output. A simplified profit maximization problem for generator's bidding in competitive electricity market 

has been presented as a numerical optimization problem example. The application of the proposed 

technique to this problem indicates that it can optimize the supply function of a generator in which the 

contextual fuzzy model is developed using historical market data. That is, by utilizing historical load 

demand data and trading period as the context variables, generators can determine the optima! dispatch 

schedule thai results in maximum profit. This proposed model has been used as the basie component in 

developing bidding strategies for generators participating in competitive electricity markets. 



TFS-2006-???? 

V. REFERENCES 

[l] NEMMCO, An lntroduction to Australia's National Electricity Market. Document No. 000-0187, 30 

June 2005. [Online]. Available: http://www.nemmco.eom.au/nemgeneral/OOO-O 187.pdf 

17 

[2] G. Gross, D. J. Finlay, "Optima! bidding strategies in competitive electricity market", Presented at the 

1 f" PSCC, Dresden, Aug. 19-23, 1996. 

[3] H. Song, C. C. Liu, and J. Lawarree, "Decision making of an electricity supplier's bid in a spot 

market,". In Proc. of the 1999 IEEE Power Engineering Society, Summer Meeting, Edmonton, 

Alberta, Canada, pp. 692-696, 1999. 

[4] D. Brennan and J. Melanie. Market power in the Australian power market. Energy Economics, vol.20, 

1998, pp.121-133. 

[5] J. Garcia, J. Roman, J. Barquin, and A. Gonzalez. 

Strategie bidding in deregulated power systems. In Proc. o/the 13th Power Systems Computation Conf 

Trondheim, Norway, 1999, pp.258-264. 

(6] A. J. Conejo, S.d.l. Torre, J. Contreras, and J. M. Arroyo. 

Optima! response ofan oligopolistic genco to a competitive electricity market. In Proc. o/the 2000 

IEEE Power Engineering Society Summer Meeting, vol.2, Washington, Seattle, 2000, p. 918. 

[7] A. Baillo, M. Ventosa, and M. Rivier. Strategie bidding in a competitive electricity market: A 

decomposition approach. In Proc o/the 2001 IEEE Porto Power Tech Conf, vol. I. 2001 . 

[8] J. Contreras, O. Candiles, J. I. d. I. Fuente, and T. Gomez. 

A cobweb bidding model for competitive electricity markets. IEEE Transactions on Power Systems, 

vol.17, no.I, February 2002, pp.148-153. 

[9] N. Lucas and P. Taylor. Characterizing generator behaviour: bidding strategies in the pool (a game 

theory analysis). Utilities Policy, vol.3, April l 993,ppl29-135 . 



TFS-2006-???? 

[I0]N. Lucas and P. Taylor. The strategy curve: A method for representing and interpreting generator 

bidding strategies. Utilities Policy, vol.5, no.I, 1995, pp.75-80. 

(l l]J. W. Lamont and S. Rajan. Strategie bidding in an energy brokerage. IEEE Transactions on Power 

Systems, vol.12, 1997, pp.1729-1733. 

(12]H. Song, C.-C. Liu, and J. Lawarree. Decision making ofan electricity supplier's bid in a spot market. 

In Proc. o/the 1999 IEEE Power Engineering Society Summer Meeting, vol.2. Edmonton, Alberta, 

Canada, 1999, pp.692-696. 

(13]S.Hao. A study of basie bidding strategy in clearing pricing auctions. IEEE Transactions on Power 

Systems, vol.15, no.3, August 2000, pp.975-80. 

(14]H. Song, C.-C. Liu, J. Lawarree, and R. W. Dahlgren. Optima! electricity supply bidding by markov 

decision process. IEEE Transactions on Power Systems, vol.15, no.2, May 2000, pp.618-24. 

(15]F. Wen and A. K. David. Optima! bidding strategies and modeling ofimperfect information among 

competitive generators. IEEE Transactions on Power Systems, vol.16, no. I, February 2001, pp.15-21. 

(16] A. K. David. Competitive bidding in electricity supply. IEE Proceedings Generation, Transmission 

and Distribution, vol.140, no.5, September 1993, pp.421-426. 

(17] R. W. Ferrero and S.M. Shahidehpour. Dynamie economic dispatch in deregulated systems. 

Electrica/ Power & Energy Systems, vol. I 9, no.7, 1997, pp.433-439. 

[18JC.-A. Li, A. J. Svoboda, X.Guan, and H.Singh. Revenue adequate bidding strategies in competitive 

electricity markets. IEEE Transactions on Power Systems, vol. I 4, no .2, 1999 ,pp.492-497. 

(19]0. Lane, A. Kroujiline, V. Petrov, and G. Sheble. Electricity market power: Marginal cost and relative 

capacity effects. In Proc. of the 2000 Congress on Evo/utionary Computation, vol.2 . La Jolla, CA, 

2000, pp.1048-55. 

(20] F.Wen and A.~K. David. Coordination ofbidding strategies in energy and spinning reserve markets 

for competitive suppliers using a genetic algorithm In Proc of the 2000 IEEE Power Engineering 

Society Swnmer Meeting, vol.4. Seattle, Washington, USA, 2000, pp.2174-2179. 

18 



TFS-2006-???? 19 

(22]F. Wen and A. K. David. A genetic algorithm based method for bidding strategy coordination in 

energy and spinning reserve markets. Artificial Intelligence in Engineering, vol.I 5, 200 I, pp. 71-79. 

(23] D. J. Wu. Discovering near-optimal pricing strategies for the deregulated electric power marketplace 

using genetic algorithms. Decision Support Systems, vol.27, 1999, pp.25-45. 

(24] C. W. J. Richter and G. B. Sheble. Genetic algorithm evolution ofutility bidding strategies for the 

competitive marketplace. IEEE Transactions on Power Systems, vol. 13, 1998, pp.256-261 . 

[25]C. W. J. Richter, G. B. Sheble, and D. Ashlock. Comprehensive bidding strategies with genetic 

programming finite state automata. IEEE Transactions on Power Systems, vol.14, no.4, November 

1999, pp.1207-1212. 

[26]C. W. J. Richter and G. B. Sheble. A profit-based unit commitment GA for the competitive 

environment. IEEE Transactions on Power Systems, vol. 15, no. 2, May 2000, pp. 715-721. 

(27]C. W. J. Richter and G. B. Sheble. Bidding strategies that minimize risk with options and futures 

contracts. In Proc of the American Power Conference, vol. 1, 1998, pp.399-404. 

(28]G. B. Sheble. Decision analysis tools for genco dispatcher. IEEE Transactions on Power Systems, 

vol.14, no.2, May 1999, pp. 745-50. 

[29]P. Visudhiphan and M. D. Ilic. Dynamie games-based modeling of electricity markets. In Proc of the 

1999 IEEE Engineering Society Winter Meeting, vol.I. New York City, New York, USA, 1999, 

pp.274-281. 

(30]H. Song and C. C. Liu. Future aspects of modem heuristics applications to power systems. In Proc of 

the 2000 IEEE Power Engineering Society Summer Meeting, vol.2. Singapore, 2000, pp. 1307-11. 

(3 l]Y. Y. Hong, S. W. Tsai, and W. M. T. Bidding strategy based on artificial intelligence for a 

competitive electric market. !EE Proceedings Generation, Transmission and Distribution, vol. 148, 

no.2, 2001, pp.159-164. 

(32] M . Widjaja and L. F. Sugianto, "Context-based fuzzy system for optimization." In Proc. of the 11 th 

IEEE Int. Conf. on Fuzzy Systems. Honolulu, Hawaii, USA, 2002, pp. 104-109. 



TFS-2006-???? 

(33] M. Mizwnoto. Pictorial representations of fuzzy connectives, part i: Cases of t-nonns, t-cononns and 

averaging operators. Fuzzy Sets and Systems, vol.31, 1989, pp.217-242. 

(34] S. Makridak.is, S. C. Wheelwright, and R. J. Hyndman. Forecasting: methods and applications. 3rd 

edition. New York: John Wiley & Sons, 1998. 

[35]K. Hirota and W. Pedrycz. Fuzzy computing for data mining. Proc. of the IEEE, vol. 87, 1999, 

pp.1575-1600. 

(36] L. Zadeh. The concept of a linguistic variable and its application to approximate reasoning - iii. 

Information Sciences, vol.9, 1975, pp.43-80. 

(37] A. David and F. Wen. Strategie bidding in competitive electricity markets : a literature survey. Proc. 

of the 2000 IEEE Power Engineering Society Summer Meeting, vol.4. Seattle, Washington, USA, 

2000, pp.2168-2173 . 

(38] M. Widjaja, L. F. Sugianto, and R. E. Morrison. Fuzzy model of generator bidding system in 

competitive electricity markets. In Proc. o/the 10th IEEE Int. Con/ on Fuzzy Systems . Melbourne, 

Victoria, Australia, 2001, pp. 1396-1399. 

(39] L. F. Sugianto and M. Widjaja. Optimizing bidding strategy in the Australian national electricity 

market. Int. Journal o/Fuzzy Systems, vol. 3, no. 4, December 2001, pp.532-540. 

(40] F. C. Schweppe, M. C. Caramanis, R. D. Tabors, and R. E. Bohn. Spot pricing of electricity. Boston: 

Kluwer Academic, 1988. 

20 

Ly-Fie Sugianto became a Member (M) of IEEE in 1993. She holds Bachelor of Computer Systems 

Engineering (Hl) degree from Curtin University and Doctor of Philosophy in Electrical Engineering from 

Monash University. 

She is currently a Senior Lecturer at Clayton School of Inforrnation Technology, Monash University, 

Australia. Dr Sugianto has published 50+ research papers in optimization technique, strategie bidding, 

Fuzzy mathematics, Decision Support Systems and eCommerce. 



TFS-2006-???? 21 

Dr. Sugianto has received severa! grants to conduct research in electricity markets and information 

systems. She has also been nominated as an expert of intemational standing by the Australian Research 

Council College of Experts for her work in the electricity market. 

Janusz Kacprzyk became a Fe llow (F) of IEEE in ... . 

Moeljono Widjaja became a Member (M) of IEEE in 1992. received his B.S. degree with Summa Cum 

Laude in electrical engineering from Wayne State University, Detroit, Michigan, in 1992 and M.Sc. degree 

also in electrical engineering from The Ohio State University, Columbus, Ohio, in 1994, and PhD degree in 

electrical engineering from Monash University, Victoria, Australia in 2003. 

Since 1995 he has been with Agency for the Assessment and Application of Technology, Jakarta, 

Indonesia. His current research interests are optimization and intelligent system. 



TFS-2006-???? 

LIST OF CAPTIONS FOR FIGURES 

Fig.I. Context-based fuzzy system. 

Fig.2. Filtering data using context membership function Around-5: (a) original data, (b) context 
membership function, (c) filtered data. 

Fig. 3. Input membership function: (a) full shape, (b) left wing, and (c) right wing. 

Fig. 4. Performance of the developed fuzzy models with nan-ow, wide and adaptive input membership 

Fig. 5. Weighted scatter plots with their interpolations (y versus u) when the context membership 
functions are aggregated using the following t-norms: (a) logical product, (b) Hamacher product, (c) 
algebraic product, (d) Einstein product, (e) bounded product, and (f) drastic product. 

22 

Fig. 6. Weighted scatter plots with their interpolations (y versus u) when the context membership 
functions are relaxed (P= 2) and then aggregated using the following t-norms: (a) logical product, (b) 
Hamacher product, (c) algebraic product, (d) Einstein product, (e) bounded product, and (f) drastic product. 

Fig. 7. Construction of the output membership function: (a) the output data is filtered by the context 
membership function; (b) the output data is filtered by the input membership function;(c) the output data is 
filtered by a combination of both context and input membership functions using the algebraic product 
operator. 

Fig. 8. Optimization based on a contextual fuzzy system: (a) the input-output relationship defined by the 
context "X1 is Around-4 AND X2 is Around-5 AND XJ is Around-7'', and (b) the search for the optimum 

input which con-esponds to the maximum output. 

LIST OF CAPTIONS FOR TABLES 

TABLE J CALCULATED COEFFICIENTS FOR THE CONTEXT VARIABLES (x,, X2 and X3). 

TABLE 2 THE STATISTICAL RMS ERRORS (avg/std) FOR A SET OFTRIANGULAR-NORMS 









o 


